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            Abstract
Soaring birds often rely on ascending thermal plumes (thermals) in the atmosphere as they search for prey or migrate across large distances1,2,3,4. The landscape of convective currents is rugged and shifts on timescales of a few minutes as thermals constantly form, disintegrate or are transported away by the wind5,6. How soaring birds find and navigate thermals within this complex landscape is unknown. Reinforcement learning7 provides an appropriate framework in which to identify an effective navigational strategy as a sequence of decisions made in response to environmental cues. Here we use reinforcement learning to train a glider in the field to navigate atmospheric thermals autonomously. We equipped a glider of two-metre wingspan with a flight controller that precisely controlled the bank angle and pitch, modulating these at intervals with the aim of gaining as much lift as possible. A navigational strategy was determined solely from the gliderâ€™s pooled experiences, collected over several days in the field. The strategy relies on on-board methods to accurately estimate the local vertical wind accelerations and the roll-wise torques on the glider, which serve as navigational cues. We establish the validity of our learned flight policy through field experiments, numerical simulations and estimates of the noise in measurements caused by atmospheric turbulence. Our results highlight the role of vertical wind accelerations and roll-wise torques as effective mechanosensory cues for soaring birds and provide a navigational strategy that is directly applicable to the development of autonomous soaring vehicles.




            
                
                    

    
        
            
                
                Access through your institution
            
        

        
            
                
                    Buy or subscribe
                
            

        
    



                
            


            
                
                    
                

            

            
                
                
                
                
                    
                        This is a preview of subscription content, access via your institution

                    

                    
                

                

                Access options

                


                
                    
                        
                            

    
        
            
                
                Access through your institution
            
        

        
    



                        

                        

    
        
        

        
        
            
                
                Access through your institution
            
        

        
            
                Change institution
            
        

        
        
            
                Buy or subscribe
            
        

        
    



                    
                

                
    
    Access Nature and 54 other Nature Portfolio journals
Get Nature+, our best-value online-access subscription
$29.99 /Â 30Â days
cancel any time

Learn more


Subscribe to this journal
Receive 51 print issues and online access
$199.00 per year
only $3.90 per issue

Learn more


Rent or buy this article
Prices vary by article type
from$1.95
to$39.95
Learn more


Prices may be subject to local taxes which are calculated during checkout



  

    
    
        
    Additional access options:

    	
            Log in
        
	
            Learn about institutional subscriptions
        
	
            Read our FAQs
        
	
            Contact customer support
        



    

                
                    Fig. 1: Soaring in the field by using turbulent navigational cues.[image: ]


Fig. 2: Convergence of the learning algorithm and the learned strategy for navigating thermal plumes.[image: ]


Fig. 3: Performance of the learned strategy and its dependence on the wingspan.[image: ]
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Extended data figures and tables

Extended Data Fig. 1 Sample trajectories obtained in the field.
The three-dimensional view and top viewÂ are shown of the gliderâ€™s trajectory as it executes the learned strategy for thermals (labelled â€˜sâ€™) or a random policy that takes actions with equal probability (labelled â€˜râ€™). The trajectories are coloured according to the instantaneous vertical ground velocity uz. The green (red) dot shows the start (end) point of the trajectory. Trajectories s1, s2 and r1 last for 3Â min each, whereas s3 lasts for about 8Â min.


Extended Data Fig. 2 Forceâ€“body diagram of a glider.
The forces on a glider and the definitions of the various angles that determine the gliderâ€™s motion.


Extended Data Fig. 3 Modelling the longitudinal motion of the glider.
a, Sample trajectory of a gliderâ€™s pitch and its vertical velocity with respect to ground (uz) in a case in which the feedback control over the pitch is reduced in order to exaggerate the pitch oscillations. The blue line shows the measured uz, and the orange line is uz obtained after subtracting the contributions from longitudinal motions of the glider (seeÂ Supplementary Information). b, The blue line shows the average change in uz when a particular action is taken (labelled above each panel), averaged over n 3-s intervals. The 13 panels correspond to the 13 possible bank angle changes from the angles 0Â°, Â±15Â° and Â±30Â° by increasing, decreasing the bank angle by 15Â° or keeping the same angle. The green dashed line shows the prediction from the model whereas the orange line is the estimated wz. The axis on the right shows the averaged pitch (red dashed line).


Extended Data Fig. 4 The estimated vertical wind acceleration is unbiased after accounting for the gliderâ€™s longitudinal motion.
a, The averaged vertical wind acceleration az in units of its standard deviation. az, plotted as in Extended Data Fig.Â 3b, is shown in orange with (blue line) and without (orange line) accounting for the gliderâ€™s longitudinal motions. The axis on the right shows the airspeed (green dashed line). b, Probability density functions (PDFs) of az for the different bank angle changes. The black dashed line shows the median.


Extended Data Fig. 5 The estimated roll-wise torque is unbiased after accounting for the effects of feedback control and glider aerodynamics.
a, The averaged evolution of the bank angle shown as in Extended Data Fig.Â 3b. The blue line shows the measured bank angle and the dashed orange line shows the best-fit line obtained from simultaneously fitting the 13 blue curves to the prediction (seeÂ Supplementary Information). b, PDFs of the roll-wise torque Ï‰ (in units of its standard deviation) for the different bank angle changes. The black dashed line shows the median value.


Extended Data Fig. 6 The distribution of the strength of vertical currents observed in the field.
The root-mean-square vertical wind velocity measured in the field is pooled from about 240 3-min trials collected over 9Â days. The dashed red line shows the threshold criterion imposed when measuring the performance of the strategy in the field (seeÂ Methods).


Extended Data Table 1 Parameter valuesFull size table





Supplementary information
Supplementary Information
This file contains: (1) on-board estimation of the navigational cues; (2) reward shaping and policy invariance; andÂ (3) noisy gradient sensing in the turbulent atmospheric boundary layer.
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