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            Abstract
A long-standing goal of artificial intelligence is an algorithm that learns, tabula rasa, superhuman proficiency in challenging domains. Recently, AlphaGo became the first program to defeat a world champion in the game of Go. The tree search in AlphaGo evaluated positions and selected moves using deep neural networks. These neural networks were trained by supervised learning from human expert moves, and by reinforcement learning from self-play. Here we introduce an algorithm based solely on reinforcement learning, without human data, guidance or domain knowledge beyond game rules. AlphaGo becomes its own teacher: a neural network is trained to predict AlphaGoâ€™s own move selections and also the winner of AlphaGoâ€™s games. This neural network improves the strength of the tree search, resulting in higher quality move selection and stronger self-play in the next iteration. Starting tabula rasa, our new program AlphaGo Zero achieved superhuman performance, winning 100â€“0 against the previously published, champion-defeating AlphaGo.
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                    Figure 1: Self-play reinforcement learning in AlphaGo Zero.


Figure 2: MCTS in AlphaGo Zero.


Figure 3: Empirical evaluation of AlphaGo Zero.


Figure 4: Comparison of neural network architectures in AlphaGo Zero and AlphaGo Lee.


Figure 5: Go knowledge learned by AlphaGo Zero.


Figure 6: Performance of AlphaGo Zero.
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Extended Data Figure 4 AlphaGo Zero (20 blocks) self-play games.
The 3-day training run was subdivided into 20 periods. The best player from each period (as selected by the evaluator) played a single game against itself, with 2â€‰h time controls. One hundred moves are shown for each game; full games are provided in the Supplementary Information.


Extended Data Figure 5 AlphaGo Zero (40 blocks) self-play games.
The 40-day training run was subdivided into 20 periods. The best player from each period (as selected by the evaluator) played a single game against itself, with 2â€‰h time controls. One hundred moves are shown for each game; full games are provided in the Supplementary Information.


Extended Data Figure 6 AlphaGo Zero (40 blocks, 40 days) versus AlphaGo Master tournament games using 2â€‰h time controls.
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To beat world champions at the game of Go, the computer program AlphaGo has relied largely on supervised learning from millions of human expert moves. David Silver and colleagues have now produced a system called AlphaGo Zero, which is based purely on reinforcement learning and learns solely from self-play. Starting from random moves, it can reach superhuman level in just a couple of days of training and five million games of self-play, and can now beat all previous versions of AlphaGo. Because the machine independently discovers the same fundamental principles of the game that took humans millennia to conceptualize, the work suggests that such principles have some universal character, beyond human bias.
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