
Current advances in artificial intelligence (AI) 
seem to be transforming science into science 
fiction, as large-data machine-learning models 
approach and, in some ways, surpass human 
abilities. But such models are trained on vast 
amounts of data. Writing in Science, Vong et al.1 
have thrown down a challenge on behalf of 
humans by using 61 hours of one infant’s real-
life experiences to demonstrate the efficiency 
of a multimodal learning model.

The training data were captured by a head-
mounted camera as multiple brief samples 
between the ages of 6 months and 25 months. 
This is the period of rapid vocabulary expan-
sion at the start of language learning. Video 
clips from the head camera and transcripts 
of adults speaking to the infant were fed to 
the authors’ model, which used a ‘contras-
tive’ approach for both visual and language 
learning.

Contrastive learning is a widely used 
method in machine learning2. It involves 
feeding pairs of training examples into an 
algorithm with a label indicating the similar-
ity of the two examples. Evidence that two 
items are in the same category changes the 
model parameters to make those items more 
similar in the learnt representational space of 
all pairings. Evidence to the contrary changes 
the model parameters that define the space to 
push items apart.

Vong and colleagues’ model integrated 
contrastive representational learning with 
associative learning — that is, the learnt links 
between the utterances and the images. It did 

so by using the learnt representations in one 
modality as the teaching signal (for increas-
ing or decreasing the similarity of the pairs) 
for the other modality. In this way, learning 
was self-supervised because of the co-occur-
rence of text and images. This is a form of the 

bi-directional exchange of learning signals 
across different neural systems (such as the 
visual and language-processing parts of the 
brain) that was first introduced by Nobel lau-
reate Gerald Edelman3 and called re-entrance.

Re-entrant signals are a potentially power-
ful form of self-supervised learning because 
the teaching signals from one neural system 
change as a function of learning driven by the 
other system (Fig. 1). Multimodal models with 
re-entrance learn rapidly as a consequence of 
the simultaneous coordination of different 
representational components, as is demon-
strated by Vong and co-workers’ model.

The everyday experiences of infants are 
challenging for any learning algorithm to 
use successfully. Objects and co-occurring 
words are well known to produce noisy data, 
leading to many spurious pairings4. Moreo-
ver, the presence of object names in language 
heard by children is remarkably sparse. For 
example, the word ‘basket’ (which is compre-
hended by a child before the age of 25 months) 
occurs just 8 times in a 6-million-word corpus5 
of language that parents use when talking to 
children. Nonetheless, young children learn 
object names and immediately generalize 
those names to never-seen-before instances. 
The authors’ model, which was trained with 
child-egocentric data, did the same. The 
re-entrance in the model provides a potential 
theoretical path for explaining infants’ rapid 
learning and generalization.

Vong et al. characterize their contribution as 
a demonstration that object names and visual 
categories can be learnt from a small amount 
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Words and images experienced by an infant wearing sensors 
during their daily life have led to efficient machine learning, 
pointing to the power of multimodal training signals and to 
the potentially exploitable statistics of real-life experience.

Figure 1 | Self-supervised learning. a, Vong et al.1 used audio and video recordings from the daily life of 
an infant wearing a sensor to train an artificial-intelligence model to learn language. The co-occurrence 
of images and words made the training process ‘self-supervised’, meaning that it required only internal 
teaching signals. b, This is reminiscent of re-entrance3, which is the continuous exchange of teaching signals 
between different neural systems, such as the visual system and the areas of the brain in which language 
develops. Re-entrance allows the brain to collect data that are relevant to its current learning state by 
actively selecting and creating sensory events. c, The authors’ model does not include this feedback, but 
the data used by their model might still reflect some properties of infant-generated-data structures that 
benefited the model’s ability to learn.

Data collection

Where’s your ball?

External audio
information

External visual
information

External audio
information

Language areas
of the brain Internal teaching

signals

Learning influences
data collection

Visual
cortex

External visual
information

a

Re-entrance in the brainb

External audio
information

Language 
system

No feedback

Vision
system

External visual
information

Vong and colleagues’ modelc

Department of Medicine, Stem Cell Discovery 
Center, Sanford Stem Cell Institute, Moores 
Cancer Center, University of California, San 
Diego, La Jolla, California 92093, USA.
e-mail: rsigner@health.ucsd.edu

1. Signer, R. A. J. & Morrison, S. J. Cell Stem Cell 12, 152–165 
(2013).

2. Ross, J. B. et al. Nature 628, 162–170 (2024).
3. Muller-Sieburg, C. E., Cho, R. H., Karlsson, L., Huang, J.-F. 

& Sieburg, H. B. Blood 103, 4111–4118 (2004).
4. Dykstra, B. et al. Cell Stem Cell 1, 218–229 (2007).
5. Morrison, S. J., Wandycz, A. M., Akashi, K., Globerson, A. & 

Weissman, I. L. Nature Med. 2, 1011–1016 (1996).

6. Pang, W. W. et al. Proc. Natl Acad. Sci. USA 108, 20012–
20017 (2011).

7. Dykstra, B., Olthof, S., Schreuder, J., Ritsema, M. & 
de Haan, G. J. Exp. Med. 208, 2691–2703 (2011).

8. Kasbekar, M., Mitchell, C. A., Proven, M. A. & Passegué, E. 
Cell Stem Cell 30, 1403–1420 (2023).

9. Beerman, I. et al. Proc. Natl Acad. Sci. USA 107, 
5465–5470 (2010). 

10. Pioli, P. D., Casero, D., Montecino-Rodriguez, E., Morrison, 
S. L. & Dorshkind, K. Immunity 51, 351–366 (2019). 

11. Signer, R. A. J., Montecino-Rodriguez, E., Witte, O. N. & 
Dorshkind, K. Genes Dev. 22, 3115–3120 (2008).

The authors declare no competing interests.
This article was published online on 27 March 2024.

Nature | Vol 628 | 4 April 2024 | 45



EDITOR-IN-CHIEF
Guido de Croon, PhD
TU Delft
Delft, The Netherlands

nature.com/npjrobot
A123077

Learn more about the journal

Part of the Nature Partner Journals series

We publish papers representing substantial advances in the fi eld. 
Artifi cial intelligence fuels many of these advances and will reach 
its full potential when developed in synergy with a robot’s body, 
environment, and application.

Submit your next manuscript with us and benefi t from: 
• Comprehensive and rigorous peer review by experts in 
 your fi eld 

• Ease of submission through timely response times and late   
 manuscript formatting requirements 

• Global reach and discoverability via nature.com 

• Showcasing your personal research impact through
 article level metrics  

Publishing research on the physical nature of robots and their 
relation and interaction with the world.

Call for Papers

of sparse and noisy training data. Of course, 
infants have already provided this proof. The 
key question is what the authors’ model tells 
us about how this can be achieved. It is likely 
that the success of the model reflects the com-
putational power of the re-entrant signals, 
although that has not been shown. I think that 
the success of the model could also depend 
on the temporal and spatial statistics of the 
images captured by the head camera worn by 
the infant; this has also not been determined. 
Other studies have shown that training with 
infant-egocentric images outperforms train-
ing with other data sets, including adult-ego-
centric experiences6,7.

A growing body of work in human 
developmental science uses wearable sen-
sors to capture and quantify, at the scale of 
daily life, the statistics of infant and child 
experience8. This research is not conducted 
from the perspective of AI, but AI researchers 
might be wise to pay attention. The statistics of 
children’s real-world experiences have some 
intriguing aspects7,9 including an ordered 
curriculum of experience created by both 
motor development and the progression of 
learning itself. Moreover, infants instantiate 
Edelman’s full model of re-entrance. At each 
moment in time, children select, elicit and 
create multimodal inputs from where they 
look, what they touch and what they do. This 

selection is dependent on the momentary 
activated representations in the multimodal 
neural systems, connecting in-the-moment 
samples of data to the current internal state 
of the learner10.

A core problem for all learning systems is 
how, in a large and complex space of model 
parameters, the learner can find the optimal 
or near-optimal solution. Large-data models 
operate on the assumption that given enough 
data, a sufficiently powerful learner will find 

the optimal solution; in the limit in which the 
model has access to all the data, this might 
be true. However, in practice, there are many 
classes of learning problem for which there 
are not enough data, not enough time or not 
enough computational power.

The efficient learning that is evident in 
infants is probably a direct result of the multi-
modal statistics of natural experience and the 
infants’ active participation in the collection 
of those data. Here is the conjecture: even a 

passive learner such as Vong and colleagues’ 
model might benefit from infant-egocentric 
training data because the multimodal statis-
tics constrain the search path. If that’s the case, 
the many problems of data-greedy AI could be 
mitigated by determining and then exploiting 
the natural statistics of infant experience.
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