
palaeogeographical reconstructions describ-
ing changes in shorelines, large-scale topog-
raphy and the position of the landmasses over 
the past 540 million years, as well as by climatic 
simulations showing the concomitant changes 
in the water cycle. The model simulates eleva-
tion on land at high resolution (5 kilometres) 
using a source-to-sink approach, which means 
that sediments eroded on land are tracked 
while they travel in river networks until they 
reach the ocean. By doing so, the model also 
represents the location and magnitude of dep-
osition of sediments on the continents.

The model was calibrated and validated in 
the present day before being used to analyse 
the deep geological past. This approach forms 
part of current efforts to build a virtual planet, 
in which a variety of processes are integrated 
to generate a digital twin of Earth, permitting 
researchers to gain mechanistic understand-
ing of the coupling between Earth’s surface 
and its interior.

The simulations demonstrate a striking, 
positive correlation between marine bio
diversity and the flux of sediments delivered 
to the ocean (Fig. 1a). Nutrients constitute 
the fundamental building blocks required 
by organisms to generate their tissues. In 
the ocean, nutrients come mainly from the 
river-provided input of dissolved chemical 
species generated by the alteration of rocks 
on land. Postulating that the quantity of nutri-
ents delivered to the ocean scales with the 
sedimentary flux, the authors interpret the 
correlation between the simulated sedimen-
tary flux and marine biodiversity as reflecting 
the nutrient-driven variation in the carrying 
capacity of the oceans.

For land, the authors designed an index 
representing the landscape’s capacity to 
host diverse species. This index combines the 
extent of sediment cover on land and the land-
scape variations (heterogeneity). The former 
represents the area available for land plants 
to develop their rooting networks, whereas 
the latter is a way to represent the number of 
distinct ecological niches, and thus the poten-
tial number of species. The biodiversity of land 
plants strongly correlates over time with this 
index, suggesting that landscape dynamics 
have also set the agenda for the evolution of 
land plants during the past 540 million years 
(Fig. 1b).

These results are innovative in many ways. 
They explain the evolution of terrestrial and 
marine biodiversity and notably suggest that 
limited sediment cover and low landscape 
heterogeneity delayed the development of 
land plants before the Devonian period — 
which would explain the previously mysterious 
temporal lag of more than 100 million years 
between the increase in marine biodiversity 
and the subsequent increase in terrestrial 
biodiversity. This study offers a fresh read-
ing of biodiversity on geological time scales 

— one that considers a carrying capacity of the 
environment, but does not need to account 
explicitly for ecological innovations and evolu-
tion. It thereby raises questions about existing 
models that do account for such factors3,4.

In the authors’ framework, several of the 
largest mass extinctions followed large drops 
in the sediment flux to the ocean (Fig. 1a). This 
is notably the case for the largest such mass 
extinction, at the Permian–Triassic bound-
ary, which post-dates the largest decrease 
in sediment flux simulated over the past 
540 million years. The possibility that nutri-
ent shortage could constitute an important 
precondition for extinctions contrasts with 
the widely held idea that nutrient increase 
would drive these extinctions5. In this view, 
a consequence of nutrient increase is that 
photosynthetic algae in the shallow ocean 
would produce extra organic matter, which 
would then be degraded by bacteria in deeper 
water consuming dissolved oxygen, ultimately 
leading to ocean deoxygenation.

Simulations such as this work by Salles and 
colleagues could be refined by including infor-
mation on the types of rock eroded on land 
and refining details concerning the location 
and elevation of ancient mountains. More
over, the conclusions are based on temporal 
correlations, and alternative interpretations 
are possible. The correlation between marine 
biodiversity and the simulated sediment flux 
might imply that biodiversity curves mostly 
reflect preservation biases — with strong fossil 

records, and thus high levels of documented 
biodiversity, corresponding to periods when 
marine sedimentation rates are high.

To go beyond temporal correlations and to 
assess causality, it would now be beneficial to 
quantify the effect of landscape dynamics on 
biodiversity using macroecological models6 
based on the high-resolution, open-access 
layers of environmental data produced in 
this study (see go.nature.com/41pqrz8). This 
would help to confirm or revise the inter-
pretations. It might also assist in explaining 
some model–data mismatches, such as a lack 
of pointers to the Great Ordovician Biodiver
sification Event7 in the simulations.
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Light is generally thought of as an electro-
magnetic wave that propagates through 
space, but it is actually possible to trap it in a 
tiny region for a short time1–5. Confining light 
increases its energy density, and thus strength-
ens the intensity of its electric field. This 
enhances the interaction between light and 
matter — an effect that can be used to generate 
single photons on demand6, enabling the pro-
cessing of quantum information7–9. One of the 
most promising light-confinement techniques 
uses silicon, and can therefore benefit from 
the advanced silicon-processing technologies 

of the electronic-circuit industry. But this 
method requires the silicon to be fabricated 
with nanoscale features that are difficult to 
engineer. On page 57, Babar et al.10 report a 
clever approach that uses attractive interac-
tions to create gaps that solve the problem.

Two main techniques are used to confine 
light: plasmonics11,12, which involves metal-
lic nanostructures; and photonics1–4, which 
uses materials, known as dielectrics, that are 
transparent to light and have a high refrac-
tive index. Plasmonics works on the principle 
that the wavelength of light becomes shorter 
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Self-assembling structures 
close the gap to trap light
Takashi Asano

An innovative method uses the intrinsic attractive force 
between silicon surfaces that are separated by a tiny gap to 
engineer structures that can confine light — offering an ideal 
set-up for manipulating single photons. See p.57 
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when it propagates along a metal surface. This 
makes it possible to confine light to a small 
region that has roughly one-thousandth of the 
volume of a cube whose sides are equal to the 
wavelength of light in a vacuum11. However, the 
light also loses energy quickly because some of 
it gets absorbed by the metal. The strength of 
the light–matter interaction depends on both 
the strength of the electric field and the inter-
action time, so the short timescale on which 
this loss of energy occurs can be problematic.

By contrast, a dielectric material can be 
used to confine light for a long time (up to one 
million times longer than can be achieved with 
plasmonic devices) in a region with a volume 
that is roughly light’s wavelength cubed, and 
this enhances the light–matter interaction5. 
The interaction can be further boosted by 
engineering confinement structures with bow-
tie shapes or narrow gaps that locally increase 
the strength of the electric field at the neck of 
the bow tie or in the gap13. This enhancement 
can, in effect, reduce the volume of the region 
in which light is confined. However, making 
such structures is difficult because the width 
of the gap or the bow-tie neck must be very 
small — around 10 nanometres at most — to 
achieve the level of spatial confinement that 
is realized in plasmonic cavities14.

Silicon is widely used as a dielectric mate-
rial for confining light. But, although tech-
nologies for processing the element are now 
very advanced, it is challenging to produce 
features at a scale of less than 10 nm on a 
silicon plate that is around 200 nm thick (the 
requisite thickness for confinement). This is 
because such features are typically formed 
by preparing a kind of stencil that sits on top 
of the silicon, and then removing the areas 
outside the stencil by applying ionized gas. 
Perfectly vertical edges are therefore difficult 

to fabricate in such a thick layer, and tiny gaps 
are especially challenging because their nar-
rowness prevents the flow of gas.

In 2018, researchers made a bow-tie struc-
ture with a neck width of 12 nm, and created 
a gap-like effect by modifying the top of the 
structure to form a vertical ‘v’ shape at the neck 
of the bow tie15. Then, last year, members of the 
same research group as Babar et al. produced 
a bow-tie structure with a neck width of 8 nm 
(ref. 14). This structure can theoretically have 
a light-confinement volume that is less than 
one-thousandth of light’s wavelength cubed. 
However, miniaturizing the structure further 
was thought to be a tough proposition.

Now, Babar et al. have succeeded in creating 
a structure with a gap that is 2 nm wide and 
220 nm thick. They did so by first creating two 
silicon components separated by a wide gap, 
and then narrowing the gap through a process 
of self-assembly (Fig. 1). The components were 
fabricated from a 220-nm-thick layer of silicon, 
attached to a layer of silicon dioxide, using the 
standard technique involving a stencil and ion-
ized gas. The authors separated the compo-
nents by a ‘base gap’, but engineered this gap 
to vary in width at certain points. The whole 
silicon structure was attached to a frame by 
thin silicon springs.

The authors removed the oxide layer using 
hydrogen fluoride gas, leaving the silicon com-
ponents supported only by the springs. When 
silicon surfaces are separated by a nanoscale 
gap, they are subject to an attraction known 
as the Casimir–van der Waals force, and this 
effect brought the components together. The 
base gap closed completely, but in the areas in 
which the gap width was different, small gaps 
formed that could be used to confine light.

The individual techniques that Babar and 
colleagues have built on are all well known in 

the field of micro-electromechanical systems. 
For example, the self-assembly of a structure 
by releasing components from a ‘sacrificial’ 
layer is an established method16, but the scale 
on which the authors use it differs from that in 
previous applications, as do the driving forces 
involved.

The attraction caused by the Casimir–
van der Waals force is also well known, but 
is usually considered to be a negative effect, 
because it can make movable parts immobile, 
for example17. The authors have instead taken 
advantage of this force to create a 2-nm gap 
using ordinary semiconductor processes. And 
because the gap is wide (approximately 50 nm) 
before the Casimir–van der Waals force closes 
it, luminescent materials can be deposited on 
its surface to create a single-photon source 
before the silicon dioxide is removed.

 Babar and colleagues’ technique could 
be applied to other technologies in which 
nanoscale gaps are useful, such as DNA 
sequencers. Before these applications are real-
ized, however, further work will be needed to 
ensure that the size and shape of the gap can 
be reliably reproduced, as well as the surface 
smoothness and verticality that are required 
to obtain very narrow gaps. Once these issues 
are resolved and the method becomes widely 
available, it will be exciting to see how this 
ingenious approach can be applied to build 
nanoscale structures that have not so far been 
feasible to produce.
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Figure 1 | A method for creating nanoscale features in a silicon structure. Babar et al.10 made a silicon 
structure with nanoscale gaps that can be used to confine and manipulate light. a, The authors first 
prepared a silicon layer attached to a layer of silicon dioxide, and fabricated two components (supported 
by a silicon frame and springs) from the silicon layer. The components were separated by a ‘base gap’ that 
was engineered to be wider at certain points. b, Babar et al. then removed the silicon dioxide layer, leaving 
the silicon components supported only by the springs. Thus exposed, the components were subject to an 
attraction known as the Casimir–van der Waals force. This force brought the components together, closing 
the base gap and creating nanoscale gaps that could trap light.
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