
The ability to evaluate both risk and reward 
is necessary for animals to survive in their 
natural environment. Risk avoidance and 
reward seeking are influenced by internal 
state (such as hunger or thirst), environmen-
tal context and previous experience, and can 
have far-reaching effects on mental health1. 
For instance, motivation for reward seeking 
is often blunted in depression, but enhanced 
in drug addiction2,3. Furthermore, increased 
motivation for reward in disorders such as 
addiction often corresponds with diminished 
risk avoidance4. The precise mechanisms that 
underlie motivational drives have eluded sci-
entists, owing mainly to the sheer number and 
diversity of neurons in the brain that reinforce 
reward seeking and punishment avoidance. On 
page 356, Jovanoski et al.5 use neurogenetic 
tools that provide precise control over a mixed 
population of dopamine-releasing neurons 
in the brains of fruit flies (Drosophila mela-
nogaster) to clarify the neural mechanisms 
behind unconstrained reward seeking — the 
persistent pursuit of reward even in the face 
of punishment.

A well-characterized region of the fruit-fly 

brain known as the mushroom body has pro-
vided remarkable insight into how memo-
ries of experiences are stored, retrieved and 
updated, as well as why some memories are 
more enduring than others. This is largely 
because techniques are now available that 
allow nearly all of the neurons connected to 
the mushroom body to be individually manip-
ulated with the temporal precision needed to 
identify memory circuits and track changes in 
their activity over time6. Some key principles 
about the neural encoding of rewarding expe-
riences have emerged from research using the 
fruit-fly mushroom body as a model7. Reward 
encoding depends on the presence, timing and 
intensity of a reward, or on the absence of an 
expected punishment1,8,9.

Dopamine and related neurotransmitter 
molecules are required for encoding, extin-
guishing and updating memories. The dopa-
mine neurons that encode reward are diverse 
in terms of the genes they express, and can be 
defined according to the anatomical compart-
ments that they occupy within the mushroom 
body. Although some dopamine neurons seem 
to be involved in all types of reward, others are 

apparently specific to a particular reward or 
internal state necessary for the expression of 
reward behaviours.

In fruit flies, dopamine is also required for 
maladaptive memories, such as those associ-
ated with an alcohol reward. Fruit flies develop 
preferences that last up to seven days for cues 
previously associated with alcohol, and exhibit 
a form of unconstrained reward seeking by 
walking over an electric shock to approach an 
odour that is predictive of an alcohol reward10. 
Although alcohol activates a broad population 
of dopamine neurons associated with reward11, 
the mechanisms that cause fruit flies to endure 
electric shocks to attain a reward cue were pre-
viously unknown.

Jovanoski et al. used gene-expression pat-
terns to identify a population of dopamine 
neurons that provide input to the mushroom 
body. They then artificially activated indi-
vidual neurons, and were able to establish 
that these neurons are sufficient to drive 
unconstrained reward seeking. By associat-
ing the artificial activation of this population 
of dopamine neurons with an odour, the 
authors showed that fruit flies will tolerate an 
electric-shock punishment in pursuit of that 
odour one minute later.

The authors then used genetic tools to 
identify a subpopulation of these dopamine 
neurons that, when activated, can artificially 
instil a shock-resistant reward-seeking behav-
iour. This subpopulation of dopamine neurons 
makes connections with discrete regions of 
the mushroom body that are thought to be 
necessary for forming short-term associations 
with sugar and water12–14. The response super-
seded internal state, because hungry fruit flies 
pursued an odour associated with artificial 
activation, rather than satiating their hunger 
with sugar.

Jovanoski and colleagues also describe a 
network of opposing reward- and punishment- 
encoding dopamine neurons responsible for 
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Why do animals pursue reward in the face of punishment? 
Dopamine-releasing neurons that promote reward-seeking 
behaviour indirectly impair those that encode punishment 
avoidance, affecting decisions on risk. See p.356

Figure 1 | Dopamine-releasing neurons drive the pursuit of reward in the 
face of punishment. Jovanoski et al.5 show that, in a region of the fruit-fly 
brain called the mushroom body, distinct subpopulations of neurons that 
release the neurotransmitter dopamine can reinforce either the seeking 
of a reward or the avoidance of a punishment. a, Typically, the activity of 
punishment-encoding neurons (red) overcomes that of reward-encoding 

neurons (blue), causing fruit flies to avoid an odour cue associated with an 
electric shock. b, When the odour cue is paired with artificial stimulation of 
reward-encoding neurons, however, fruit flies will endure an electric shock 
in pursuit of the odour. Dysregulation of a similar network of opposing 
dopamine neurons in humans could be responsible for unconstrained reward-
seeking behaviour, a feature of addiction.
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behavioural choice. The reward dopamine 
neurons indirectly impair the function of 
the punishment dopamine neurons, and this 
drives unconstrained reward seeking (Fig. 1). 
These data resolve how the processing of 
signals that drive opposing behaviours influ-
ences future decisions about risk, and add a 
fundamental principle through which reward 
is assessed and drives motivated behaviour.

This work was possible because subpopu-
lations of dopamine neurons within a heter-
ogeneous dopamine reward system could be 
identified and manipulated, and combining 
this with approaches that map neural con-
nections showed that these subpopulations 
receive diverse and highly parallel inputs. 
The authors’ findings reveal the complexity 
of reward encoding and the role of function-
ally interconnected brain compartments in 
representing multiple reward types that are 
gated by a variety of motivational states, 
including thirst and hunger. Future studies 
might address how long aberrant behav-
ioural choices persist, and whether these 
mechanisms occur in the face of more intense 
rewards, such as intoxicating substances.

Given that there are strong parallels between 
the reward circuitry of fruit flies and that of 
mammals15, Jovanoski and colleagues’ work 
provides a fundamental framework for under-
standing how animals remember rewards and 
overcome aversive stimuli to seek them. One 
caveat is that the study uses data averaged 
from groups of fruit flies, and is therefore 
not able to address recurrent or compulsive 
reward-seeking behaviour, which would need 
to be examined in individual animals. How-
ever, a similar internal-state-gated network 
of opposing dopamine neurons could explain 
how unconstrained reward seeking occurs in 
addiction. Further investigation of this net-
work could improve our understanding of 
depression, addiction and other mental-health 
disorders in which the balance between risk 
and reward is disrupted.
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The material properties of a crystalline solid 
are dictated by how electrons move between 
its atoms. For example, electrons in an insu-
lator are fixed in place, whereas metals have 
electrons that are free to roam. The electrons’ 
motion is, in turn, determined by the ranges 
of energies that they can and cannot have in 
the solid, which manifest as bands in the rela-
tionship between energy and momentum. 
These bands are ‘flat’ when the energy of the 
electrons does not change with momentum1,2. 
Such states have been predicted and observed 
in some systems, but only in materials that are 
effectively 2D. On page 301, Wakefield et al.3 
report flat bands in a 3D material, which could 
reveal behaviours that are even more fascinat-
ing than those seen in 2D.

The basis of electronic band structure is the 
fact that electrons move around the atomic 
nucleus in orbitals, which have discrete 
energy levels. When atoms come together 
to form a solid, electrons can hop from one 
atom to another, causing these energy levels 
to split — and form bands. Electrons in solids 
first occupy the lowest-energy band, and then 
successively fill higher-energy bands. The 
occupancy of the highest-energy band that 
contains electrons determines the properties 
of the material. If this band is partially filled, 
electrons can move around and the material is 
a metal. If the band is fully filled, electrons are 
fixed and it is a semiconductor or an insulator.

The relationship between the energy and the 
momentum of electrons in a crystalline solid 
also controls their velocity and effective mass 
(the ratio between an electron’s mass in the 
solid and its true mass). The presence of a flat 
band means that there are many electrons with 
a similar energy, zero velocity and an infinitely 

large effective mass. These three factors have 
the effect of enhancing correlations between 
the electrons, which can lead to technolog-
ically useful states, such as ferromagnetism 
(the type of magnetism found in iron)4 and 
superconductivity5 (zero electrical resist-
ance). Flat bands can give rise to even more 
exotic behaviours6–10. The question, therefore, 
is how can a flat band be induced in a material?

In 1991, some specific lattice configurations 
were predicted to be able to host flat bands4. 
One such configuration is the kagome lattice, a 
network of corner-sharing triangles that can, in 
theory, produce a perfectly flat band (Fig. 1a). 
In this lattice, electrons still hop from each site 
to their nearest neighbour, but because of the 
lattice geometry, the electrons are localized 
within a hexagon and cannot move from one 
hexagon to the next. The flat band that forms 
is ‘topological’ in nature, which means that 
its electronic structure cannot be deformed 
without changing the fundamental nature of 
the material11.

The prediction of this perfectly flat band has 
been verified in several 2D kagome materials12–14 
using a technique called angle-resolved photo-
emission spectroscopy (ARPES), which maps 
out the electronic band structure of a system 
directly15. The flat band is present only in the 
plane of the material; it does not usually exist 
along the direction perpendicular to the plane. 
But theoretically, it is possible for a flat band to 
exist in a 3D network. Specifically, flat bands 
have been predicted to appear in all three spa-
tial directions of a pyrochlore crystal structure, 
which comprises corner-sharing tetrahedra16 
(Fig. 1b). Experimental evidence of this state 
had, however, been missing — until now.

Wakefield et al. identified an alloy of calcium 
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Experiments reveal flat bands in the relationship between the 
energy and the momentum of electrons in a 3D solid. Such 
behaviour is indicative of unusual physical phenomena, and 
has previously been seen only in 2D materials. See p.301
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