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Marine microorganisms known as phytoplank-
ton use carbon dioxide to build their bodies, 
and the energy of sunlight to fuel their metab-
olisms. When they die, they sink to the ocean 
floor, carrying carbon with them. These organ-
isms therefore act as the primary link between 
CO2 in the atmosphere and carbon sequestered 
in ocean sediments. However, the scarcity of 
iron — a nutrient required for life — in seawater 
limits the growth of phytoplankton1, and 

therefore the quantity of carbon that can be 
sequestered. The amount and chemical forms 
of iron available to phytoplankton are key to 
how the ocean and atmosphere interact. On 
page 104, Tagliabue et al.2 report a modelling 
framework and numerical tool that address 
some of the intricacies of marine iron chem-
istry and solve long-standing inconsistencies 
in simulations of the iron cycle.

Oceanographers have long struggled to 
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An improved model 
of the ocean iron cycle
Brandy M. Toner

A revised conceptual model of the chemical and physical 
forms of iron in the ocean reconciles the mismatch between 
observations and simulations of the amount of dissolved iron 
in seawater — and might aid climate predictions. See p.104 

Figure 1 | A revised view of the iron cycle at the ocean surface. a, Iron inputs to 
the ocean include continental sources (such as rivers, glaciers and wind-blown 
dust) and hydrothermal vents. b, In sunlit seawater, soluble forms of iron are taken 
up by phytoplankton, which require the element for growth. Organic particles 
from dead phytoplankton sink to the deep ocean, taking some of the iron with 
them. The amount of iron available to phytoplankton is boosted by the presence 
of organic ligand molecules (not shown), which bind to iron in its +iii oxidation 

state, producing soluble complexes. Tagliabue et al.2 propose that another pool 
of iron at the ocean surface — colloidal iron, which consists of particles about 
2–200 nanometres in diameter — is key to describing the spatial and seasonal 
distribution of iron in seawater. These small particles can aggregate into ones that 
sink to the deep ocean. An advanced numerical model that includes this process 
accurately reproduces observed levels of dissolved iron around the globe, 
resolving a previously persistent mismatch between observations and models.
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capture the complex processes that govern 
iron’s chemical forms, bioavailability and 
transport in the ocean. Part of the problem 
is that iron concentrations in seawater are 
exceedingly low, yet iron is abundant in human 
environments. This means that specialized 
handling procedures, laboratory spaces 
and instruments are needed to prevent sea-
water samples from being contaminated by 
non-marine iron. The painstaking efforts 
involved mean that scientists cannot measure 
iron throughout the ocean at high enough spa-
tial and temporal resolutions to understand 
the feedbacks between the ocean, atmosphere 
and biosphere. Robust conceptual and numer-
ical models are therefore needed to describe 
the marine iron cycle.

Establishing such models requires knowl-
edge of the chemical and physical forms that 
iron can take in the ocean. Unfortunately for 
phytoplankton, the modern ocean surface 
favours iron in its least water-soluble form — 
rusty minerals that carry the metal in its +iii 
oxidation state3. However, dissolved organic 
molecules called ligands can bind to iron(iii), 
increasing its solubility in water4, and there-
fore its bioavailability to phytoplankton.

For historical reasons, oceanographers 
group marine iron into different catego-
ries according to whether the iron can be 
separated from seawater using filters with 
0.2-micrometre pores. Iron species that pass 
through such filters are considered to be dis-
solved, whereas retained iron is classified as 
particulate5. The concentration of dissolved 
iron is commonly measured and is an impor-
tant parameter used to relate ocean chemis-
try to phytoplankton nutrition and the global 
element cycles in models6. More specifically, 
water-soluble ligand-bound iron is a key com-
ponent of dissolved iron7 and a central feature 
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in models of iron chemistry in the surface 
ocean. The problem is that such models often 
fail to reproduce the observed distributions of 
dissolved iron in seawater6. 

In fact, dissolved iron is a complex mixture 
of species that are aqueous and solid, organic 
and inorganic8. Dissolved iron is therefore now 
often subcategorized into soluble and colloidal 
fractions. Soluble iron is close to what is gener-
ally considered to be truly dissolved iron and is 
mainly thought to be dominated by iron-bound 
ligands, whereas colloidal iron consists of sol-
ids about 2–200 nanometres in dia meter. This 
subcategorization has been a big step forward 
for research in marine systems, creating many 
opportunities for investigations of the poorly 
described colloidal-iron pool.

In this context, Tagliabue et al. now report 
new, accurate measurements of the concen-
trations of dissolved iron, ligands and partic-
ulate iron in a region of the Sargasso Sea in the 
Atlantic Ocean. Notably, the data provide the 
first record of seasonal patterns of variation 
for ligands and dissolved iron. This allowed the 
authors to represent the seasonal ligand var-
iation accurately in a cutting-edge numerical 
model of the global ocean iron cycle (the 
PISCES–Quota model), to test whether this 
model could correctly simulate the observed 
variations of dissolved iron. The authors 
found that the depth and seasonal distribu-
tions of dissolved iron were poorly simulated, 
especially in the upper ocean, indicating that 
iron–ligand binding alone is insufficient to 
explain the observed levels of dissolved iron. 

The team therefore developed a conceptual 
model of iron cycling that includes a pool of 
colloidal iron that is out of equilibrium with 
ligands (Fig. 1) — a change that means the 
concentration of dissolved iron is no longer 
controlled simply by ligand concentration. 
The new model allows colloidal iron to 
aggregate into particles that sink to the deep 
ocean, a mechanism that the authors call the 
colloidal shunt. When the colloidal shunt was 
incorporated into PISCES–Quota, the refined 
numerical model reproduced the authors’ 
observational data better than did the original 
model, including the data for particulate iron. 

Tagliabue et al. then applied this refined 
model to the global ocean, and again found 
that it reproduced observational data better 
than did the original PISCES–Quota model. 
Moreover, the simulations suggested that 
most ocean regions can be categorized into 
one of three groups, according to the domi-
nant mode of iron cycling in seawater: areas 
characterized by high biological activity, 
which are dominated by biological cycling 
of iron; regions with low biological activity, 
dominated by the effects of iron–ligand bind-
ing; and areas that receive direct inputs of iron 
(such as windblown Saharan dust), which are 
dominated by the colloidal shunt. Moreover, 
the simulations indicate that iron cycling in 

the upper water column through the colloidal 
shunt is important in about 40% of the ocean. 

A limitation of the study is that the authors 
did not report the concentrations of colloidal 
iron in their fieldwork. This is ironic, because 
their findings provide a strong argument for 
colloidal iron to be analysed routinely along 
with dissolved and particulate fractions. The 
work also points to large gaps in our knowl-
edge of the physical and chemical proper-
ties of colloidal iron: the mineralogy and 
aggregation–disaggregation mechanism (or 
mechanisms) are unknown. Direct observa-
tions of the properties of colloidal iron from 
field and laboratory studies are needed. More-
over, the fate of colloidal iron once it grows 
into larger particles is unclear — is it deposited 
in sediments, or does it undergo some form of 
recycling deeper in the water column? 

Nevertheless, by reconciling the previously 
persistent mismatch between observations 
and models, and by determining the main 
iron-cycling processes that occur in different 

ocean settings, Tagliabue and colleagues’ work 
is a major advance for ocean biogeochemistry. 
The findings will aid our understanding of how 
modern climate change will progress, and of 
past feedbacks between the ocean, atmos-
phere and biosphere.
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Organelles called mitochondria act as the 
powerhouses of our cells. Furthermore, 
through the action of the protein UCP1, mito-
chondria can be ‘supercharged’ to provide 
extra heat. On page 226, Kang and Chen1 shed 
light on the structure of human UCP1.  

Mitochondria harvest the energy from 
food by means of cellular respiration, build-
ing up a gradient of hydrogen ions (protons) 
across the mitochondrial inner membrane. 
This gradient is harnessed to make the mol-
ecule ATP, the common energy currency of 
cells. In mammals, mitochondria are particu-
larly abundant in a tissue called brown fat, in 
which their main role is to maintain a high body 
temperature in cold environments. Instead 
of helping to make ATP, these mitochondria 
uncouple respiration from ATP production 
through the ‘proton leak’ activity of the pro-
tein UCP1 (Fig. 1), which dissipates the proton 
gradient, and heat-releasing oxidation reac-
tions are accelerated in an attempt to maintain 
the gradient2.   

Obesity and other metabolism-associated 

complications, such as type 2 diabetes, are 
caused by the consumption of more calories 
than are burnt, increasing lipid deposition in 
white fat and other organs. The fact that excess 
calories can be burnt by increasing the mito-
chondrial energy turnover has sparked broad 
biomedical interest in exploiting this feature 
as a promising avenue for therapy. 

Obese adult humans have limited amounts 
of brown fat, and so major efforts have been 
invested in trying to induce UCP1 expression 
in white fat3. To maximize energy consump-
tion, however, UCP1 must be activated. It has 
long been known that natural UCP1 activators 
and inhibitors exist in the body — these are, 
respectively, molecules such as fatty acids 
and purine nucleotides (for example, ATP)2. 
But there is little consensus about how these 
modulators interact with UCP1, or how pro-
tons are transported4 through it. A major 
bottleneck for study of the protein has been 
the absence of a structure for UCP1. This 
clouds interpretation of structure–function 
relationships, and hampers the design of 
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Hotly awaited structures 
of the human protein UCP1
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The protein UCP1 helps to release energy as heat in brown fat. 
Structures of human UCP1 provide crucial information about 
its mechanism of action, and might aid drug design for obesity 
and various metabolism-associated complications. See p.226
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