
demonstrating that gut immune cells called 
B cells make immunoglobulin proteins that 
affect brain physiology14.

Turning to humans, is it possible that 

anti biotic treatments to combat chronic 
infections might influence the course of 
neuro degenerative diseases? If so, would 
this be the case only in men, or for everyone? 
The answers to these questions will require 
clinical studies. Clinical trials could also begin 
to address whether manipulating the gut 
microenvironment — using pre- or probiotics, 
SCFA supplementation or faecal microbiota 
transplants — has the potential to protect some 
subsets of people from neurodegeneration.
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terms of orchestrating this process.
It is not entirely surprising that raising mice 

germ-free or treating them with antibiotics 
can reduce tau aggregation, because another 
research group has shown that gut microbes 
are required for another type of aggregate, 
mutant α-synuclein, to have harmful effects12. 
But the finding that these effects involve 
APOE-dependent changes in the peripheral 
immune system is remarkable. APOE status 
is typically thought of as affecting mainly the 
brain, but Seo and colleagues’ evidence for 
a mechanistic link between this genetic risk 
factor and the gut microbiota suggests that 
the gene might be a target of environmental 
triggers that promote neurodegeneration11. 
However, in what tissue and cell type APOE 
might be affected by these triggers remains 
to be seen.

It will be interesting to further investigate 
the sex differences that the authors observed 
in their experiments involving antibiotics. In a 
human study, higher SCFA levels in the stools 
of men who had Parkinson’s disease corre-
lated with later onset of motor symptoms13, 
the implication being that SCFAs might be 
protective (although clinical trials would be 
needed to establish this link). Researchers 
should also aim to better understand the 
effect of the gut microbiota on brain-bor-
der immune cells, especially in light of work 

Figure 1 | Messages from the gut influence neurodegeneration. The gene APOE exists in four variants, of 
which APOE3 and APOE4 confer a higher-than-average risk of a person developing late-onset Alzheimer’s 
disease (APOE variants not shown). Seo et al.2 showed that, in mice carrying APOE3 or APOE4, bacteria in the 
gut release short-chain fatty acids (SCFAs), which can signal to immune cells in the lungs and in tissues called 
the meninges that border the brain. These cells release cytokines that might signal to the brain (broken 
arrows), where immune cells called astrocytes and microglia become activated and release more cytokines, 
and tau protein accumulates (a key hallmark of Alzheimer’s disease). It is possible that SCFAs also signal 
directly to the brain, although this was not tested. The authors show that treating mice with antibiotics 
to disrupt the gut microbes blocks this pathway and reduces neurodegeneration; this treatment is most 
effective in mice carrying APOE3.

Brain

Meninges

Lungs

Gut

BrainLungs and meningesGut

?
SCFA

Antibiotics disrupt 
gut microbes

Tau
accumulation

Activated
astrocytes
+ microglia

Immune cellBacteria SCFAs

Cytokines

As an animal develops, each of its thousands 
or even trillions of cells must be programmed 
to adopt one of many possible cell identities. 
This programming is controlled by a group 
of  proteins and the genes that encode them, 
which are collectively known as developmen-
tal regulators. Kamimoto et al.1 present a com-
putational approach on page 742 to predict the 
shifts in cell identity that will occur if levels 

of individual developmental regulators are 
altered. Their systematic approach promises 
to help researchers determine the regulators 
most worthy of further study, saving valuable 
resources and suggesting biological phenom-
ena that might previously have been missed.

The key process underlying development 
is differential expression of the genome. 
Although present in all cells, many genes are 

Developmental biology

An oracle predicts 
regulators of cell identity
Jeffrey A. Farrell

A computational tool called CellOracle can predict how 
networks of genes interact to program cell identity during 
embryonic development. The tool should help to hone efforts 
to understand how development is regulated. See p.742
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on predicting the outcome of disrupting 
regulators in that network.

The authors first confirmed that CellOracle 
works by using published single-cell genomic 
data sets that describe the formation of blood 
and immune cells in mice and humans (a devel-
opmental setting in which many key regulators 
are already known). Most of the genes that 
CellOracle predicted as potential regulators 
of blood or immune identity have functions  
that have been reported previously, and that 
align with the tool’s predictions.

The authors next applied CellOracle 
 systematically to all embryonic transcrip-
tion factors in zebrafish (Danio rerio), again 
using published data. The aim was to predict 
regulators of all cell-identity decisions in this 
 species’ development. The team then focused 
on the role of genetic regulators in forming a 

tissue called the axial mesoderm, which runs 
along the trunk of the embryo. In this tissue, an 
axial mesoderm progenitor cell type gives rise 
to a pair of descendant cell types — notochord 
and prechordal plate cells (Fig. 1a). These two 
cell types together send signals that pattern 
other tissues (such as the spinal cord and the 
brain) and provide a  signalling barrier that 
divides the embryo into left and right halves.

Genetic screens have identified several reg-
ulators that confer notochord identity, includ-
ing the gene noto, deletion of which transforms 
notochord progenitors into  muscle progeni-
tors5. CellOracle predicted that loss of noto 
would also shift axial mesoderm progenitors 
towards a prechordal plate identity (Fig. 1b), 

and Kamimoto et al. confirmed this experi-
mentally. The tool also predicted that loss of 
the gene lhx1a would inhibit early axial mes-
oderm differentiation (Fig. 1c). And indeed, 
the researchers found that zebrafish embryos 
lacking lhx1a had fewer mature derivatives 
of axial mesoderm, and expressed genes that 
were associated more strongly with early, 
immature states.

CellOracle is not without limitations. For 
instance, it did not predict some known effects 
of regulator disruption (such as that loss of 
the gene pu.1 leads to depletion of red blood 
cell progenitors6,7), and did not identify some 
known regulators (such as the gene foxa3 in 
the axial mesoderm8,9). Moreover, the tool pre-
dicts only shifts to a different ‘normal’ cell 
identity; it cannot predict whether perturba-
tions would create a scrambled or non-normal 
cell state. Lastly, it cannot currently model 
more-complex outcomes, as might occur 
from mutations that do not solely increase 
or decrease the expression of transcription 
factors (such alterations include ‘missense’ 
mutations, which substitute one amino acid 
of a protein for another).

However, it would be unhelpful to demand 
perfect accuracy from an approach such as 
this. As stressed by Kamimoto and colleagues, 
the value of this method is to sharpen hypoth-
eses and prioritize or direct future experi-
ments. Screens in which random mutations 
are introduced to the genome have identified 
many developmental regulators (and have 
taught us fundamentally how developmen-
tal regulators work), but some regulators 
are hidden from those approaches — such as 
when two regulators must both be lost before 
observable changes can occur in development. 

Furthermore, observing these changes 
requires looking in the right way, in the 
right place, at the right time. CellOracle and 
related computational approaches (including 

expressed in only one or a few cell types, where 
they confer identity or specific functionality. 
This differential expression is driven mostly by 
transcription factors, which bind to  specific 
DNA sequences to promote or  suppress 
expression of target genes. Many of these 
target genes themselves encode transcrip-
tion factors, forming a complex, interacting 
regulatory network.

Decades of work have provided insights 
into the gene regulatory networks that control 
development, mainly through painstaking 
experimental alteration of the expression 
of single genes2,3. Identifying new facets of 
this network would improve our ability to 
understand disease-causing mutations and to 
develop approaches to regenerative medicine 
involving cells of particular identities. With 
this aim in mind, Kamimoto and colleagues 
developed a computational tool called 
 CellOracle that predicts potential regulatory 
interactions and the effects of disrupting 
 regulators.

The authors’ approach requires wild-type 
gene-expression data from thousands of 
single cells. These data can be optionally 
supplemented with information about the 
‘accessibility’ of genomic regions, which 
can indicate whether a region is available for 
transcription factors to bind to it.  CellOracle 
first uses these data to determine which 
transcription factors might regulate each 
gene’s expression, by looking for transcrip-
tion factors’ preferred binding sequences in 
accessible DNA associated with a gene. The 
tool then prunes these sets of potential regula-
tory relationships to select ones that are active 
in each cell type, on the basis of the correlated 
expression of transcription factors and the 
genes that they might regulate.

A user of CellOracle can then investigate 
the effects of perturbations in the gene reg-
ulatory network, by shifting expression of a 
chosen transcription factor in the model. The 
expression of that factor’s identified target 
genes shifts accordingly, and the process is 
then repeated (because target genes often 
encode transcription factors that target 
other genes). CellOracle compares the gene- 
regulatory network in its final, shifted state to 
states that are present in the original data, to 
predict the consequences of the change. For 
example, progress through a developmental 
transition might be abnormally fast, slow, or 
blocked, or an unusual change in cell identity 
might occur.

CellOracle joins a cast of  computational 
tools for regulatory network inference4. 
Some of these require gene-expression data 
from cells carrying genetic mutations, but 
CellOracle needs only wild-type data, reduc-
ing the experimental effort required to get 
started. Furthermore, the purpose of many 
of these tools is mainly to identify a gene 
regulatory network, but CellOracle focuses 

Figure 1 | Predicting developmental regulators of axial mesoderm tissue. a, In zebrafish embryos, 
cells called axial mesoderm progenitors give rise to two types of descendant — notochord and prechordal 
plate cells. Kamimoto et al.1 used their newly developed computational tool, CellOracle, to predict how 
disruption of particular genes in axial mesoderm progenitors would alter the identities of their descendants. 
b, CellOracle accurately predicted that loss of the gene noto would prevent cells from becoming notochord 
(a change that has previously been demonstrated experimentally5), and identified, for the first time, that 
some cells would be funnelled into prechordal plate identities. c, The tool also correctly predicted that loss 
of the gene lhx1a would prevent axial mesoderm progenitor cells from maturing.
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“The value of this method is 
to sharpen hypotheses and 
prioritize or direct future 
experiments.”
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SCENIC+)10 can suggest regulators and trait 
changes of interest that might have been 
missed, from data that are often available 
already. Moreover, testing the tool’s predic-
tions is easier than ever, thanks to gene-editing 
tools such as CRISPR–Cas9 and ever-cheaper 
single-cell genomic assays.

Even in the well-studied axial mesoderm, 
CellOracle identified previously unknown 
 regulators and predicted new roles for previ-
ously identified regulators. The authors’ pre-
dictions can be browsed online, and their tool 
is freely available (www.celloracle.org). It has 
already been used by the authors to identify 
regulators of cell reprogramming in a tissue 
called the endoderm11. Other groups have 
used it to predict regulators of immune-cell 
identity12; to further explore known regulators 
of the formation of cell types in the thymus13, 
immune system14, cartilage and bone15; and 
to study progenitors of an embryonic tissue 
called the neuromesoderm16.

My own prediction is that approaches such 
as CellOracle will hasten our understanding of 
the regulatory networks that determine cell 
identity. Let us hope that, in doing so, they will 
accelerate development of medical interven-
tions that manipulate these networks. But 
future users beware: just as, in Greek mythol-
ogy, Apollo had to slay Python to establish his 
oracle at Delphi, you, too, will have to conquer 
Python (in this case, the scripting language) 
before you can use CellOracle.
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Julia V. Seidel  
& Louise D. Nielsen
Composition and origins 
of far-flung worlds

Rustamkulov et al.1 (page 659), Alderson et al.2 
(page 664), Feinstein et al.3 (page 670) and 
Ahrer et al.4,5 (pages 649 and 653) used three 
different instruments on board JWST — each 
with its own advantages and shortcomings — 
but reported largely complementary results 
(Fig. 1). In all five investigations, the teams 
found that elements heavier than hydrogen 
and helium are more abundant in the atmos-
phere of WASP-39b than they are in the Sun, 
whereas the ratio of carbon to oxygen is lower 
than that of the Sun and commensurate with 
that of Saturn. These findings offer crucial 
information about the planet’s formation, 
the basic composition of its atmosphere and 
its potential to host life.

The carbon/oxygen ratio of an exoplanet’s 
atmosphere is a telltale sign of where the 
planet formed6. This is particularly useful in 
the case of giant planets that are close to their 
host stars, because their formation mecha-
nism has been an open question since the first 
exoplanet was found. The ratio measured for 
WASP-39b indicates that the planet might 
have formed at a location beyond the system’s 
water-ice line — the distance from the host star 
at which it is cold enough for compounds such 
as water and carbon dioxide to condense into 
solid ice. At this location, the planet could have 

accreted the oxygen-rich solids measured by 
JWST, before migrating inwards to its current 
position. 

The sulfur/oxygen ratio is another piece 
in the puzzle of planetary formation. But the 
sulfur content of an exoplanet’s atmosphere is 
intriguing for another reason. Sulfur dioxide 
is much like the protective ozone in Earth’s 
atmosphere: it is produced during chemical 
reactions that are triggered by ultraviolet 
radiation from the host star7. Rustamkulov 
et al. and Alderson et al. both detected sulfur 
dioxide in the atmosphere of WASP-39b. This 
observation marks the first direct evidence 
of light-induced (photochemical) reactions 
in an exoplanet atmosphere —a milestone in 
the quest for a truly habitable planet.

Much work remains to be done to probe 
the limits of this habitability. However, the 
finding is a step towards understanding 
how photochemistry protects exoplanetary 
surfaces from high-energy irradiation. It 
also tightens constraints on the parameters 
used in models of planetary formation. Both 
advances pave the way to future observations 
of planets that are similar to Earth.

Part of these efforts involve profiling the 
characteristics of the exoplanetary atmos-
phere itself. By comparing the measured 
chemical abundances with those of several 
cloud models, Feinstein et al. determined 
that the clouds of WASP-39b are broken up 
along the day–night terminator, the line that 
separates day and night on a planet. Such 
cloud structure has previously been asso-
ciated with other hot exoplanets that have  

Forum: Astronomy

JWST opens a window 
on exoplanet skies

An unprecedented glimpse of a distant planet reveals clues 
about how it might have formed. Scientists explain why it’s 
a win for atmospheric chemistry, and celebrate the technology 
that made it possible. See p.649, p.653, p.659, p.664 & p.670

The papers in brief

• NASA’s James Webb Space Telescope 
( JWST) was launched in December 
2021 and now orbits the Sun, some 
1.5 million kilometres from Earth.

• Early data released last year confirm 
that this is an ideal vantage point for 
investigating exoplanets — the distant 
worlds that orbit stars other than the Sun.

• Five papers in Nature report analyses 
profiling the atmospheric chemistry 
of WASP-39b, a hot exoplanet with a 
Saturn-like mass.

• The studies settle questions about  
this exoplanet’s atmosphere, and 
showcase the power and versatility  
of JWST.
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