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Self-regulation of charged defect 
compensation and formation 
energy pinning in semiconductors
Ji-Hui Yang1, Wan-Jian Yin1, Ji-Sang Park1 & Su-Huai Wei1,2

Current theoretical analyses of defect properties without solving the detailed balance equations often 
estimate Fermi-level pinning position by omitting free carriers and assume defect concentrations can 
be always tuned by atomic chemical potentials. This could be misleading in some circumstance. Here 
we clarify that: (1) Because the Fermi-level pinning is determined not only by defect states but also 
by free carriers from band-edge states, band-edge states should be treated explicitly in the same 
footing as the defect states in practice; (2) defect formation energy, thus defect density, could be 
pinned and independent on atomic chemical potentials due to the entanglement of atomic chemical 
potentials and Fermi energy, in contrast to the usual expectation that defect formation energy can 
always be tuned by varying the atomic chemical potentials; and (3) the charged defect compensation 
behavior, i.e., most of donors are compensated by acceptors or vice versa, is self-regulated when 
defect formation energies are pinned. The last two phenomena are more dominant in wide-gap 
semiconductors or when the defect formation energies are small. Using NaCl and CH3NH3PbI3 as 
examples, we illustrate these unexpected behaviors. Our analysis thus provides new insights that 
enrich the understanding of the defect physics in semiconductors and insulators.

Defects often play an important role in determining semiconductor properties. As a result, in the past 
decades, defect analysis and control have been active research fields and powerful tools in understanding 
and designing material properties. Two of the most important issues in defect physics are how Fermi-level 
pinning and the defect formation energy vary as a function of atomic chemical potentials (i.e., growth 
conditions). It is well known that for a defect α  at charge state q in a semiconductor, defect formation 
energy can be written formally as a function of atomic chemical potentials µi  and electronic chemical 
potential or Fermi energy EF as:
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where µ∆ ( = , = )α( , )E E 0 0q
F i  is the formation energy when the Fermi energy level is at the valence 

band maximum (VBM) ( =E 0F ) and the atomic chemical potentials of the elements i have the energies 
of the elements in the bulk form µ( = ).0i  This formula and associated defect formation energy vs Fermi 
energy plot are commonly used to analyze defect properties of semiconductors1–12, and in many analyses, 
two assumptions are implicitly made. First, defect formation energies ∆H f  can be individually tuned by 
changing atomic chemical potentials and/or Fermi energy levels. Second, Fermi levels will be pinned at 
the lowest crossing point of acceptor and donor formation energy vs. Fermi energy lines at given atomic 
chemical potentials, as shown in Fig. 1. These two assumptions are often used as theoretical guidance for 
experiments to tune material properties by controlling growth conditions.
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However, in the above rough analyses, two important facts are omitted. First, free carriers from ther-
mal band-edge excitations will always be present at finite temperatures and will affect carrier densities 
and Fermi-level positions. As a result, there will be couplings between defect states and free carriers 
induced by band-edge states—especially when thermal band-edge excitations are strong (i.e., the effec-
tive densities of band-edge states are comparable to or even larger than the defect density of states). 
However, the effects of this coupling and free carriers on defect properties and Fermi-level pinning in 
semiconductors are not reflected in plots like Fig. 1. Second, in general, chemical potentials and Fermi 
levels are not independent variables and they are often entangled together. As a result, defect formation 
energy dependence on the atomic chemical potentials and/or Fermi level cannot be independently var-
ied to tune defect densities. Therefore, the effects of the entanglement should be carefully examined and 
better understood.

To accurately determine the equilibrium Fermi level positions in a semiconductor at a finite temper-
ature, standard procedures require solving the detailed balance equations numerically. Given the forma-
tion energies of all the defects in Eq. (1), the defect densities of α  at charge state q can be obtained by:

α( , ) = , ( )
α

−
∆ ( , )
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where N 0 is the total density of possible sites that can form α  at charge state q, kB is Boltzmann constant, 
and T is temperature. Besides the defect densities, the thermally excited electron density n0 and hole 
density p0 are also needed to be taken into consideration, which are:
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Here, Nv (N c) is the effective density of states (DOS) of the valence band edge (conduction band edge) 
that can donate electrons to (accept electrons from) the Fermi reservoir, E g  is the band gap, and ε( )D  is 
the electron density of state with zero energy set at VBM. Under parabolic approximations, 
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3 , in which ⁎mn and ⁎mp are DOS effective masses of electrons 
and holes, respectively, taking into account spin degeneracy and spin-orbital coupling. Finally, the charge 
neutralization condition in a semiconductor system requires:

+ ( )| = + ( ) |, ( )p n donor q n n acceptor q 4donor acceptor0 0

where the sum over all the donors and acceptors is implicitly indicated. By solving Eqs (1–4) 
self-consistently, one can get the balanced Fermi level positions, defect densities, and free carrier densi-
ties under equilibrium conditions given a finite temperature and certain atomic chemical potentials. In 
the commonly used defect formation energy vs Fermi energy plot like Fig. 1, the effects of free carriers 
as described in Eq. (4) are not explicitly included. Consequently, using Fig. 1 to estimate the Fermi-level 

Figure 1. Schematic diagram to show defect formation energies as a function of Fermi energy and 
Fermi-level pinning at a given chemical potential in traditional defect analysis. 
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pinning position can sometimes be misleading, especially when n0 or p0 is large compared to defect 
densities. Besides, while Eq. (1) indicate that defect concentrations can be tuned independently by atomic 
chemical potentials, in reality, the atomic chemical potentials and Fermi levels are entangled: once the 
atomic chemical potentials change, the defect formation energy and defect concentration would change; 
thus, according to Eq. (4) the Fermi level will change, which in turn will lead to the additional change 
of defect formation energy and defect concentration. How the entanglement affects defect behaviors is 
also not clearly understood from just Fig. 1.

In this paper, using first-principles calculation methods combined with thermodynamic analysis, we 
proposed a corrected and a more general physical picture to determine Fermi levels more accurately than 
Fig. 1 by taking into account of free carriers induced band-edge state excitations. Based on our picture, 
we clarify that: (1) because the pinning position of Fermi-level is determined not only by defect states 
but also by free carriers from thermally excited band-edge states. The thermally excited band-edge states 
should be treated in the same footing as the defect states, where the valence band states should be treated 
as effective donors and the conduction band states should be treated as effective acceptors; (2) when 
thermal band-edge excitations are weak (e.g., in wide-gap ionic materials) or the defects can form easily 
(e.g., in some multinary compounds), which can be easily judged from our picture, charge-compensated 
defect formation will be self-regulated (i.e., donors will be always accompanied by acceptors); and (3) 
surprisingly, when the self-regulation mechanism kicks in, the defect formation energies will be inde-
pendent to the changes of atomic chemical potentials, thus the defect formation energy and the defect 
density will be pinned and cannot be tuned by changing the atomic chemical potentials of the host 
elements. We demonstrate our picture by applying our analysis to the prototype ionic system NaCl to 
explain why this self-regulation behavior can easily happen in systems with large bandgaps. We also show 
that this interesting self-regulation behavior can also occur in some special small bandgap systems such 
as CH3NH3PbI3 (denoted MAPbI3 hereafter), which is an emerging material currently under intensive 
study due to its unique material properties for solar cell applications, because for MAPbI3, the defect 
forming energies are very low despite its relatively small bandgap, so Schottky defects are abundant. The 
formation energies of these Schottky defects will not change with the atomic chemical potential of MA 
or I once the atomic chemical potentials of the compound MAI is given (similarly for PbI2). Our analysis 
and insights in these fundamental issues thus provide better understanding of defect physics in these 
important semiconducting materials.

Results
We start from general thermodynamic analysis to show how Fermi-level will be pinned in the presence 
of free carriers induced from thermal band-edge excitations and defect excitations, and how defects can 
be self-regulated to form in a charge-compensated manner. We use a prototype ionic system + −A B  as an 
example. For simplicity, we consider vacancies as the only dominant defects and assume they are all at 
their ionized states. Note that, in real systems, the dominant defects can be in any defect formats (i.e. 
interstitials, antisites, complexes, etc.). No matter what the defects are, our conclusions still holds and are 
not only limited for Schottky defects. Extension to other ionic or not-so-ionic systems and other type of 
defects should be straightforward.

In common defect analysis procedures, the defect formation energies are functions of the chemical 
potentials and Fermi levels as follows:

µ µ∆ ( ) = ∆ ( ) + − , ∆ ( ) = ∆ ( ) + + , ( )
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where ∆ ( )−E VA  or ∆ ( )+E VB  is the formation energy at µ( = , = )E 0 0F i . The stability of the host 
requires that µ µ+ = ∆ ( ),H ABA B f  which is the formation energy of the pure AB compound. Under 
thermodynamic equilibrium growth conditions and within the dilute limit, the densities of defect −VA  and 
+VB  can be calculated as:
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where N site is the number of possible sites per volume for defects, g A and g B are the degeneracy factor 
related to possible structural configurations and electron occupations. Comparing Eqs (3) and (6), we 
can rewrite Eq. (3) as:
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Comparing Eqs (6) and (7), it is clear that electron occupation at the conduction band can be treated 
as having a singly charged “acceptor” with its formation energy of ( )∆ = + −

⋅
H k T E ElnB

g N

N g F2
A site

c
 

and a transition energy level at the VBM. Similarly, hole occupation in the valence band can be treated 
as an effective, singly ionized “donor” with its formation energy of ( )∆ = +

⋅
H k T ElnB

g N

N F1
B site

v
 and a 

transition energy level at the conduction band minimum (CBM). Note that ∆H1 and ∆H 2 do not have 
an explicit dependence on atomic chemical potentials. Traditional defect analysis often omits these two 
“defects” when analyzing the defect formation energies as functions of Fermi levels under given chemical 
potentials (see Fig. 1).

After taking into account these two “defects,” we should adopt the new pictures as shown in Fig. 2. 
Accordingly, three different cases can be possible. For Type-I case in Fig.  2a, we will have formation 
energy of +VB  (red line in Fig.  2) lies under ∆ =H EF1  (red dashed line in Fig.  2) and the formation 
energy of −VA  (blue line in Fig. 2) lies under ∆ = −H E Eg F2  (blue dashed line in Fig. 2). Note that, at 
finite temperatures, ∆H1 and ∆H 2 should be moved upward by 

⋅,

,
k T lnB
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N
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v c
. In this case, the band-edge 

“defects” are not dominant and the Fermi level will be pinned at nearly the exact point A in Fig. 2a, which 
is the cross point of acceptor and donor formation energy lines. The deviation from point A is about 
k T lnB

g

g
A

B

, which is usually much less than k T3 B .
For Type-II case (Fig. 2b), only one type of defects is dominant over band-edge “defects.” For example, 

in Fig. 2b, only formation energy of −VA  lies under ∆H 2 but formation energy of +VB  lies above ∆H1; the 
Fermi level will be pinned at point B, which is the cross point of the acceptor formation energy line and 
the band-edge “donor” line ∆H1. Similar things apply when only donor formation energy of +VB  lies 
under ∆H1 but acceptor formation energy of −VA  lies above∆H 2. For Type-III case in Fig. 2c, band-edge 
“defects” are dominant over other defects and as a result, Fermi level will always be pinned near the 
middle of the band gap. Through the above analysis, we can see that the traditional defect analysis, which 
just considers defect formation energy lines, is not suitable for cases in Fig.  2b,c. Band-edge “defects” 
have to be considered in these two cases. One also needs to note that, if the temperature is very high, 
the upshift of ∆H1 and ∆H 2, which is ,

⋅,

,
k T lnB

g N

N
A B site

v c
 can be large enough to change Type-II and Type-III 

cases to Type-I case.
Now that we've clarified the Fermi-level pinning problem, let’s focus on the Type-I case in Fig.  2a, 

because it can lead to some unexpected defect properties, which are contrast to and beyond traditional 
defect analyses. In this case, band-edge “defects” do not play important roles and the Fermi level will be 
pinned at point A. This is because if the EF is above the A point, more −VA  will form than +VB  because 
−VA  has lower formation energy at high Fermi energy, thus pulling the Fermi level back. The opposite is 

true if the EF is below the A point. The result is that at the A point, the formation energy of −VA  and +VB  
is the same, so the formation of −VA  will always be accompanied by the formation of +VB  in almost equal 
amounts, that’s to say, most acceptors will be compensated by donors or vice versa and the formation of 
charge-compensated defects will spontaneously occur. Therefore, under conditions in Fig. 2a, the charged 
defect compensation behavior is self-regulated. Due to this defect behavior, an important consequence is 

Figure 2. Diagrams to show different cases of Fermi-level pinning, taking into account band-edge “defects” 
at T = 0. (a) Type-I: both donors and acceptors are dominant over band-edge “defects.” (b) Type-II: only 
acceptors (or donors) are dominant over band-edge “acceptors” (or “donors”). (c) Band-edge “defects” are 
dominant. Note that in real systems, the dominant defects can be any defects beyond vacancies and only the 
relative positions of defect formation energy lines, ∆H1 and ∆H2 determines which scenario should be applied.
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the unexpected independence of the defect formation energy on the atomic chemical potentials. Note 
that µ µ∆ ( ) + ∆ ( ) = ∆ ( ) + ∆ ( ) + + = ,− + − +H V H V E V E V C whichf A f B A B A B  is a constant and inde-
pendent on the chemical potentials and Fermi levels. This is because in this model case, the two vacancies 
have the same charge amount and µ µ+A B is the formation energy of the host, which is a constant. 
When donor and acceptor defects compensate each other as in Fig. 2a, we will have ( ) ≈ ( )+ −n V n VB A  so 
∆ ( ) ≈ ∆ ( ) =− +H V H V Cf A f B

1
2

 if =g gA B. This means that both ∆ ( )−H Vf A  and ∆ ( )+H Vf B  are nearly 
equal constants and independent on the chemical potentials and Fermi levels, which is not explicit from 
Eq. (1) or (2). In this case, attempts to tune defect formations by tuning chemical potentials will fail 
because its effect is exactly cancelled by the change of the Fermi energy. Similar defect behaviors can be 
generalized to binary compounds when acceptors and donors have different charge states. In this case, 
the defect formation energies are no longer the same but they will be both pinned and independent on 
chemical potentials and Fermi levels. The ratio of defect densities will always be fixed. For more compli-
cated systems like ternary compounds, this kind of defect behavior also holds if the chemical potentials 
of binaries components are fixed, like CuInSe2 and the following discussed MAPbI3. Here we want to 
point out that the formation energy pinning is mainly applied to intrinsic dominant defects. For extrinsic 
impurities, only Fermi level pinning in Fig. 2 is applied. Another important consequence due to charged 
defect compensation is that the carrier densities could be low and make the material intrinsic because of 
the strong compensation of donors and acceptors; or if the absolute value of p0 or n0 is significantly large 
enough, then the densities of charge-compensated intrinsic defects will be even larger, which often means 
the stability of the material will be affected due to formations of too many defects.

Through the above analysis, we can conclude that Fig.  2 can be regarded as a criterion of whether 
thermal band-edge excitations or band-edge “defects” can be neglected and whether charge-compensated 
defect behavior will be dominant. Note that in ionic systems, Fig. 2a can be easily satisfied because band-
gaps are usually very large and defect formation energies are usually relatively small; therefore, ∆H1 and 
∆H 2 lines can lie far above the defect formation energy lines of intrinsic defects. However, in small 
bandgap systems, it can also be satisfied if defect formation energies are very small so their formation 
energy lines lie below ∆H1 and ∆H 2. The difficulty lies that usually in small bandgap systems, it is dif-
ficult to find a chemical potential region where the acceptor formation energy is lower than ∆H 2 and, 
simultaneously, the donor formation energy is lower than ∆H1. In the following, we will demonstrate 
our concept by applying the analysis to the wide bandgap NaCl system and narrow bandgap MAPbI3 
perovskite solar cells.

Discussion
Wide bandgap NaCl system. As a typical ionic material, NaCl has a calculated bandgap of 8.44 eV 
(HSE06 calculation with exchange parameter 0.6), in agreement with the experimental value of 8.5 eV13. 
Figure 3 shows the calculated intrinsic defect properties of NaCl using × ×2 2 2 cubic supercells and 
× ×2 2 2 k-point meshes under Na-rich and Na-poor conditions, respectively, with the chemical 

potentials of Na and Cl, referenced to Na solid and Cl 2 molecule, satisfying µ µ+ = − .4 12Na Cl  eV, 
which is the formation energy of NaCl compared to the experimental value of −4.26 eV14. Clearly, due 
to the very large bandgap, which can be considered as the formation energy of “neutral band-edge 
defects,” the formation energy of negatively charged Na vacancy is always lower than ∆H 2 and the for-
mation energy of positively charged Cl vacancy is always lower than ∆ .H1  According to Fig. 2a, we can 
expect: (1) Na vacancy and Cl vacancy will always compensate each other in nearly equal amounts; (2) 
the formation energies of −VNa and +VCl are equal and independent on the chemical potentials and Fermi 
levels. To confirm our expectations, we performed the standard defect analysis procedures and get the 
balanced Fermi levels, defect formation energies, and defect densities as functions of the chemical poten-
tials. Our simulated results for NaCl are shown in Fig. 4. The calculated formation energy in the whole 
chemical potential range (Fig. 4c) is always 0.81 eV, in agreement with the experimental value of 0.75 eV15. 
The independence of formation energies of −VNa and +VCl on chemical potentials and Fermi levels results 
from the almost exact cancelation of the variance of chemical potentials and Fermi levels, as shown in 
Fig. 4a. We also note that the formation energy of the neutral-bounded defect pair +− +V VNa Cl is always 
larger than the formation energy of isolated −VNa or +VCl (see Fig.  3), indicating its amount is less than 
those of −VNa and +VCl even though it has a binding energy of about 0.44 eV. As a result, the charge com-
pensation between −VNa and +VCl is not determined by their binding but is a result of the self-regulation 
in NaCl system.

Narrow bandgap MAPbI3 system. As an emerging photovoltaic material, perovskite MAPbI3 has 
attracted great interest recently due to its unique material properties and high solar cell power conversion 
efficiency16–24. Although the defect properties of MAPbI3 have been extensively studied, showing the ease 
of defect formation to support both p-type and n-type doping by tuning chemical potentials25, the carrier 
densities are generally low and high-efficiency solar cells usually contain an intrinsic perovskite layer26,27. 
Theoretically, the low carrier densities are attributed to the formation of Schottky defects based on sto-
ichiometry assumptions, which can have many effects on the material properties27. Here, by applying 



www.nature.com/scientificreports/

6Scientific RepoRts | 5:16977 | DOI: 10.1038/srep16977

our model shown in Fig.  2, we prove that the stoichiometry assumption is naturally satisfied and the 
formation of full/partial Schottky defects is self-regulated in this system.

Different from NaCl, MAPbI3 is a relatively small bandgap system with a calculated bandgap of 
1.80 eV based on PBE calculations because the standard DFT underestimation of bandgap is some-
how cancelled by the overestimation due to the omission of spin-orbit coupling28. Since all the dom-
inant defects are shallow, defect properties are not expected to change with bandgap corrections. 
Recent HSE06 calculations by M. H. Du also show that all the dominant defects are still shallow29. 
Figure  5 shows our calculated vacancy formation energies as functions of Fermi levels under three 
different chemical potentials, where chemical potentials of MA, Pb, and I are referenced to CH3NH2 
and H2 molecules, Pb solid, and I2 molecule, respectively. The stability of MAPbI3 requires 
µ µ µ+ + = ∆ ( ) = − .H MAPbI3 4 485MA Pb I f 3 e V,  µ µ+ < ∆ ( ) = − .H MAI 2 065MA I f e V, a n d 
µ µ+ < ∆ ( ) = − .H PbI2 2 405Pb I f 2 eV, where MAPbI3 adopts an orthorhombic structure (see 

Fig.  6) with organic molecules oriented either along [110] or [− 110] directions28 and 
anti-ferroelectrically aligned between layers along c axis, MAI adopts a quasi-cubic NaCl structure 
with 4 formula in a cell, and PbI2 adopts a layered hexagonal structure. The calculated lattice con-
stants of MAPbI3 are a =  9.26 Å, b =  8.65 Å, and c =  12.88 Å, respectively, in agreement with previous 
calculations30. Note that the cubic phase and tetragonal phase of MAPbI3 are not stable according to 
our calculations at zero temperature. Besides, because we referenced the chemical potentials to the 
more stable structure of MAI, we found the most stable donor defect is iodine vacancy instead of MA 
interstitials in Ref. 25. In either way or even if the dominant donor is MA interstitials, our concept 
about Fermi level and formation energy pinning still holds. The stable chemical region is so narrow 
(e.g., − .2 420 eV µ µ< + < − .2 2 405Pb I eV) that all the chemical potentials are almost locked with 

Figure 3.  Calculated formation energies of vacancy defect as well as the band-edge “defects” as functions of 
Fermi levels in NaCl under (a) Na-rich and (b) Na-poor conditions.

Figure 4. Thermodynamic simulation results in NaCl at T = 300 K. (a) Fermi levels, (b) defect density, 
and (c) defect formation energy dependence on Na chemical potentials.
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µI . As a result, the following conditions are used in the simulations: µ µ+ = ∆ ( ) = − .H MAI 2 065MA I f  
eV and µ µ+ = − .2 2 420Pb I  eV, corresponding to MAI-rich and PbI2-poor conditions.

As can be seen in Figs.  5a,b, the acceptor formation energies are lower than band-edge “acceptor” 
∆H 2 and the donor formation energy is lower than band-edge “donor” ∆H1. (Note that ∆H 2 has been 
moved upward by 0.19 eV and ∆H1 has been moved upward by about 0.22 eV at T =  300 K, according to 
δ =

⋅,

,
E k T lnB

g N

N
A B site

v c
), indicating that (1) most of the intrinsic donors VI and acceptors VMA and VPb 

Figure 5. Calculated vacancy defect and band-edge “defects” formation energies as functions of Fermi 
levels for MAPbI3 at three chemical potential conditions at T = 300 K. (a) µ = − .1 210I  eV, µ = − .0 855MA  
eV, and µ = 0Pb eV. (b) µ = − .0 747I eV, µ = − .1 318MA eV, and µ = − .0 926Pb eV. (c) µ = 0I
eV, µ = − .2 065MA eV, and µ = .2 420Pb eV. The defect calculations are performed using × ×2 2 1 
supercells and × ×2 2 3 k-point meshes.

Figure 6. Structure of orthorhombic MAPbI3. (a) Side view and (b) top view.
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should be highly compensated, (2) Schottky defects are dominant and self-regulated to form, and (3) 
Fermi levels will be pinned close to point A in Fig. 5a or point B in Fig. 5b. However, things are different 
in Fig.  5c, where donor formation energy is higher than band-edge “donor” ∆H1. As a result, the 
Fermi-level position is determined not by the crossing point of donor and acceptors which is about 
0.10 eV above VBM, but rather by the crossing point (point C in Fig. 5c) of band-edge “donor” ∆H1 and 
acceptors, which is about 0.18 eV at T =  300 K.

To confirm our expectations, thermodynamic simulations are performed under MAI-rich conditions, 
µ µ+ = − .2 065MA I eV, and the results are shown in Fig.  7. N v and N c are . × /2 41 10 cm18 3 and 
. × /1 92 10 cm18 3 at T =  300 K, respectively, with the hole effective mass of . m0 21 e and electron effective 

mass of . m0 18 e
31. As can be seen in Fig.  7b, the densities of ,+ −V VI Pb

2 , and −VMA do not change with 
chemical potentials of iodine before µI  reaches − 0.3 eV. Correspondingly, their formation energies are 
fixed as 0.542 eV, 0.538 eV and 0.552 eV, respectively, under MAI-rich and PbI2-poor conditions. The 
independence of formation energies on chemical potentials result from that Fermi levels vary linearly 
with and cancel almost exactly the change of the chemical potentials, as can be seen in Fig. 7a. Also, the 
ratios of defect densities of ,+ −V VI Pb

2  and −VMA are 9.13:3.56:2.01, meaning that these three defects are 
always formed in partial Schottky forms with the deficiency of PbI2 larger than the deficiency of MAI. 
Similarly, we can expect the deficiency of MAI to be larger than that of PbI2 under MAI-poor and 
PbI2-rich conditions. Indeed, our simulations show that the ratios of defect densities of ,+ −V VI Pb

2 , and 
−VMA are 8.49:2.33:3.83 under MAI-poor and PbI2-rich conditions, corresponding to their formation 

energies of 0.544  V, 0.549 eV, and 0.536 eV, respectively. Because Schottky defects are dominant, the 
carrier concentrations are very low (< /10 cm11 3) when µ < − .0 3I eV and MAPbI3 is expected to be 
intrinsic, which explains the popularity of − −p i n based devices. Besides, Schottky defects might be 
related to the stability of MAPbI3 as ions can easily diffuse through vacancies. Only in a relatively small 
chemical potential region (e.g., −0.3 eV µ< < 0I eV), can MAPbI3 be slightly p-type when acceptor 
densities are larger than donor density and when the donors and acceptors don’t satisfy Fig. 2a anymore. 
In this case, Fermi levels will be determined by the acceptors and band-edge “donor,” or acceptor forma-
tion energy lines and the ∆H1 line in Fig.  5c. This is different from traditional defect analysis, which 
omits band-edge “defects.”

Overall, the simulated hole density at T =  300 K is smaller than /~10 cm15 3 and electron density is 
smaller than /~10 cm11 3 in all chemical potential regions, which agrees with experimental observations26. 
In addition, our calculation shows that the Fermi level splitting in MAPbI3 is 1.15 eV (see Fig.  7a), in 
agreement with the open circuit voltage (VOC) in high-efficiency MAPbI3 solar cells23. We also found that 
Fermi-level splitting is largest under MAI-rich conditions, in agreement with the fact that MAPbI3 is 
often grown under MAI-rich conditions. To further enhance VOC, p-type Fermi level can be lowered to 
the cross point of donor and acceptors (0.10 eV above VBM) by high-temperature growth because of two 
things. On one hand, band-edge “donor” ∆H1 line will be higher at high temperatures. On the other 
hand, when the temperature is lowered rapidly after high-temperature growth, the p-type Fermi level can 
be further moved downward to VBM, as discussed in Ref. 32. In the case of n-type, Fermi level is also 
expected to move toward CBM due to quenching. Our simulation results show that if MAPbI3 is grown 
at T =  450 K, p-type Fermi level is 0.16 eV and after quenching to T =  300 K, p-type Fermi level will be 
0.09 eV, about 0.1 eV smaller than the value obtained with equilibrium growth at room temperature and 
n-type Fermi level is 1.49 eV, which is 0.18 eV larger. As a result, the open circuit voltage can be increased 
by about 0.28 eV. This could explain some of the annealing approaches adopted by some 
experiments33,34.

Figure 7. Thermodynamic simulation results in MAPbI3 at T = 300 K. (a) Fermi levels, (b) defect density, 
and (c) defect formation energy dependence on I chemical potentials.
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Conclusions
In conclusion, our work clarified the origin of Fermi-level pinning in different scenarios and identified 
the condition for self-regulation of charge-compensated defects formation in semiconductors. We pro-
posed a new analysis method to treat band-edge thermal excitation in the same footing as defect excita-
tion and a general criterion to judge whether thermal band-edge “defects” can be neglected and whether 
charge-compensated defect behavior can exist. Using NaCl and MAPbI3 as examples, we confirmed our 
concepts and explained some of the unexpected defect behaviors, such as the independence of defect 
formation energy with respect to the variation of atomic chemical potentials. Our work enriches the 
understanding of defect physics and will be very useful for future design and analysis of defect properties.

Methods
First-principles calculations. Our first-principles total energy and band structure calculations are 
performed using density functional theory (DFT)35,36 as implemented in the VASP code37,38. The electron 
and core interactions are included using the frozen-core projected augmented wave (PAW) approach39. 
The defect properties are calculated using the scheme described in Ref. 2. For describing the concept, 
only dominant vacancies are considered as our calculations show that other defects are not important 
in our studied systems. But our concept is also valid if dominant defects are not just vacancies,(e.g., in 
CuInSe2, the dominant donor is InCu cation anti-site)40,41.

References
1. Freysoldt, C. et al. First-principles calculations for point defects in solids. Rev. Mod. Phys. 86, 253–305 (2014).
2. Wei, S.-H. Overcoming the doping bottleneck in semiconductors. Comp. Mater. Sci. 30, 337–348 (2004).
3. Zhang, S. B. & Wei, S.-H. Nitrogen solubility and induced defect complexes in epitaxial GaAs:N. Phys. Rev. Lett. 86, 1789–1792 

(2001).
4. Nie, X., Zhang, S. B. & Wei, S.-H. Bipolar doping and band-gap anomalies in delafossite transparent conductive oxides. Phys. 

Rev. Lett. 88, 066405 (2002).
5. Wei, S.-H. & Zhang, S. B. Chemical trends of defect formation and doping limit in II-VI semiconductors: the case of CdTe. Phys. 

Rev. B 66, 155211 (2002).
6. Segev D. & Wei, S.-H. Design of shallow donor levels in diamond by isovalent-donor coupling. Phys. Rev. Lett. 91, 126406 (2003).
7. Limpijumnong, S., Zhang, S. B., Wei, S.-H. & Park, C. H. Doping by large-size-mismatched impurities: the microscopic origin 

of arsenic- or antimony-doped p-type zinc oxide. Phys. Rev. Lett. 92, 155504 (2004).
8. Janotti, A. et al. Hybrid functional studies of the oxygen vacancy in TiO2. Phys. Rev. B 81, 085212 (2010).
9. Kohan, A. F., Ceder, G., Morgan, D. & Van de Walle, C. G. First-principles study of native point defects in ZnO. Phys. Rev. B 61, 

15019–15027 (2000).
10. Park, M. S., Janotti, A. & Van de Walle, C. G. Formation and migration of charged native point defects in MgH2: first-principles 

calculations. Phys. Rev. B 80, 064102 (2009).
11. Chen, S., Yang, J.-H., Gong, X. G., Walsh, A. & Wei, S.-H. Intrinsic point defects and complexes in the quaternary kesterite 

semiconductor Cu2ZnSnS4. Phys. Rev. B 81, 245204 (2010).
12. Walsh, A., Chen, S., Wei, S.-H. & Gong, X.-G. Kesterite thin-film solar cells: advances in materials modelling of Cu2ZnSnS4. Adv. 

Energy Mater. 2, 400–409 (2012).
13. Repp, J., Meyer, G., Stojković, S. M., Gourdon, A. & Joachim, C. Molecules on insulating films: scanning-tunneling microscopy 

imaging of individual molecular orbitals. Phys. Rev. Lett. 94, 026803 (2005).
14. Standard enthalpy of formation, available at: http://en.wikipedia.org/wiki/Standard_enthalpy_of_formation. (Accessed: 15th 

September 2015).
15. Spencer, O. S. & Plint, C. A. Formation energy of individual cation vacancies in LiF and NaCl. J. Appl. Phys. 40, 168–172 (1968).
16. Burschka, J. et al. Sequential deposition as a route to high-performance perovskite-sensitized solar cells. Nature 499, 316–319 

(2013).
17. Lee, M. M., Teuscher, J., Miyasaka, T., Murakami, T. N. & Snaith, H. J. Efficient hybrid solar cells based on meso-superstructured 

organometal halide perovskites. Science 338, 643–647 (2012).
18. Liu, M., Johnston, M. B. & Snaith, H. J. Efficient planar heterojunction perovskite solar cells by vapour deposition. Nature 501, 

395–398 (2013).
19. Kojima, A., Teshima, K., Shirai, Y. & Miyasaka, T. Organometal halide perovskites as visible-light sensitizers for photovoltaic 

cells. J. Am. Chem. Soc. 131, 6050–6051 (2009).
20. Kim, H.-S. et al. Lead iodide perovskite sensitized all-solid-state submicron thin film mesoscopic solar cell with efficiency 

exceeding 9%. Sci. Rep. 2, 591 (2012).
21. Stranks, S. D. et al. Electron-hole diffusion lengths exceeding 1 micrometer in an organometal trihalide perovskite absorber. 

Science 342, 341–344 (2013).
22. Xing, G. et al. Long-range balanced electron- and hole-transport lengths in organic-inorganic CH3NH3PbI3. Science 342, 344–347 

(2013).
23. Zhou, H. et al. Interface engineering of highly efficient perovskite solar cells. Science 345, 542–546 (2014).
24. Yin, W.-J., Yang, J.-H., Kang, J., Yan, Y. & Wei, S.-H. Halide perovskite materials for solar cells: a theoretical review. J. Mater. 

Chem. A 3, 8926–8942 (2015).
25. Yin, W.-J., Shi, T. & Yan, Y. Unusual defect physics in CH3NH3PbI3 perovskite solar cell absorber. Appl. Phys. Lett. 104, 063903 

(2014).
26. Stoumpos, C. C., Malliakas, C. D. & Kanatzidis, M. G. Semiconducting tin and lead iodide perovskites with organic cations: 

phase transitions, high mobilities, and near-infrared photoluminescent properties. Inorg. Chem. 52, 9019–9038 (2013).
27. Walsh, A., Scanlon, D. O., Chen, S., Gong, X. G. & Wei, S.-H. Self-regulation mechanism for charged point defects in hybrid 

halide perovskites. Angew. Chem. Int. Ed. 54, 1791–1794 (2015).
28. Mosconi, E., Amat, A., Nazeeruddin, Md. K., Grätzel, M. & Angelis, F. D. First-principles modeling of mixed halide organometal 

perovskites for photovoltaic applications. J. Phys. Chem. C 117, 13902–13912 (2013).
29. Du, M. H. Efficient carrier transport in halide perovskites: theoretical perspectives. J. Mater. Chem. A 2, 9091–9098 (2014).
30. Kim, J., Lee, S.-H., Lee, J. H. & Hong, K.-H. The role of intrinsic defects in methylammonium lead iodide perovskite. J. Phys. 

Chem. Lett. 5, 1312–1317 (2014).

http://en.wikipedia.org/wiki/Standard_enthalpy_of_formation


www.nature.com/scientificreports/

1 0Scientific RepoRts | 5:16977 | DOI: 10.1038/srep16977

31. Yin, W.-J., Shi, T. & Yan, Y. Unique properties of halide perovskites as possible origins of the superior solar cell performance. 
Adv. Mater. 26, 4653–4658 (2014).

32. Yang, J.-H. et al. Tuning the fermi level beyond the equilibrium doping limit through quenching: the case of CdTe. Phys. Rev. B 
90, 245202 (2014).

33. Dualeh, A. et al. Effect of annealing temperature on film morphology of organic–inorganic hybrid pervoskite solid-state solar 
cells. Adv. Funct. Mater. 24, 3250–3258 (2014).

34. Xiao, Z. et al. Solvent Annealing of perovskite-induced crystal growth for photovoltaic-device efficiency enhancement. Adv. 
Mater. 26, 6503–6509 (2014).

35. Hohenberg, P. & Kohn, W. Inhomogeneous electron gas. Phys. Rev. 136, B864–B871 (1964).
36. Kohn, W. & Sham, L. J. Self-consistent equations including exchange and correlation effects. Phys. Rev. 140, A1133–A1138 

(1965).
37. Kresse, G. & Furthmüller, J. Efficient iterative schemes for ab initio total-energy calculations using a plane-wave basis set. Phys. 

Rev. B 54, 11169–11186 (1996).
38. Kresse, G. & Furthmüller, J. Efficiency of ab-initio total energy calculations for metals and semiconductors using a plane-wave 

basis set. Comp. Mater. Sci. 6, 15–50 (1996).
39. Kresse, G. & Joubert, D. From Ultrasoft pseudopotentials to the projector augmented-wave method. Phys. Rev. B 59, 1758–1775 

(1999).
40. Persson, C., Zhao, Y.-J., Lany, S. & Zunger, A. N-type doping of CuInSe2 and CuGaSe2. Phys. Rev. B 72, 035211 (2005).
41. Zhang, S. B., Wei, S.-H., Zunger, A. & Katayama-Yoshida, H. Defect physics of the CuInSe2 chalcopyrite semiconductor. Phys. 

Rev. B 57, 9642–9656 (1998).

Acknowledgements
This work was supported by the U.S. Department of Energy under Contract No. DE-AC36-08GO28308. 
The calculations were done on the NREL peregrine supercomputer and the NERSC supercomputer.

Author Contributions
J.-H.Y. performed calculations and analysed theoretical results, contributed to the writing of the 
manuscript. W.-J.Y. and J.-S.P. contributed to the writing of the manuscript. S.-H.W. proposed the project, 
analysed the theoretical results, and contributed to the writing of the manuscript.

Additional Information
Competing financial interests: The authors declare no competing financial interests.
How to cite this article: Yang, J.-H. et al. Self-regulation of charged defect compensation and 
formation energy pinning in semiconductors. Sci. Rep. 5, 16977; doi: 10.1038/srep16977 (2015).

This work is licensed under a Creative Commons Attribution 4.0 International License. The 
images or other third party material in this article are included in the article’s Creative Com-

mons license, unless indicated otherwise in the credit line; if the material is not included under the 
Creative Commons license, users will need to obtain permission from the license holder to reproduce 
the material. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/

http://creativecommons.org/licenses/by/4.0/

	Self-regulation of charged defect compensation and formation energy pinning in semiconductors
	Introduction
	Results
	Discussion
	Wide bandgap NaCl system
	Narrow bandgap MAPbI3 system

	Conclusions
	Methods
	First-principles calculations

	Additional Information
	Acknowledgements
	References



 
    
       
          application/pdf
          
             
                Self-regulation of charged defect compensation and formation energy pinning in semiconductors
            
         
          
             
                srep ,  (2015). doi:10.1038/srep16977
            
         
          
             
                Ji-Hui Yang
                Wan-Jian Yin
                Ji-Sang Park
                Su-Huai Wei
            
         
          doi:10.1038/srep16977
          
             
                Nature Publishing Group
            
         
          
             
                © 2015 Nature Publishing Group
            
         
      
       
          
      
       
          © 2015 Macmillan Publishers Limited
          10.1038/srep16977
          2045-2322
          
          Nature Publishing Group
          
             
                permissions@nature.com
            
         
          
             
                http://dx.doi.org/10.1038/srep16977
            
         
      
       
          
          
          
             
                doi:10.1038/srep16977
            
         
          
             
                srep ,  (2015). doi:10.1038/srep16977
            
         
          
          
      
       
       
          True
      
   




