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Many slow-moving biological systems like seashells and zebrafish that do not contend with wall turbulence
have somewhat organized pigmentation patterns flush with their outer surfaces that are formed by
underlying autonomous reaction-diffusion (RD) mechanisms. In contrast, sharks and dolphins contend
with wall turbulence, are fast swimmers, and have more organized skin patterns that are proud and
sometimes vibrate. A nonlinear spatiotemporal analytical model is not available that explains the
mechanism underlying control of flow with such proud patterns, despite the fact that shark and dolphin
skins are major targets of reverse engineering mechanisms of drag and noise reduction. Comparable to RD,
a minimal self-regulation model is given for wall turbulence regeneration in the transitional regime—
laterally coupled, diffusively—which, although restricted to pre-breakdown durations and to a plane close
and parallel to the wall, correctly reproduces many experimentally observed spatiotemporal organizations of
vorticity in both laminar-to-turbulence transitioning and very low Reynolds number but turbulent regions.
We further show that the onset of vorticity disorganization is delayed if the skin organization is treated as a
spatiotemporal template of olivo-cerebellar phase reset mechanism. The model shows that the adaptation
mechanisms of sharks and dolphins to their fluid environment have much in common.

S
harks and dolphins are fast swimmers1. They have organized patterns of skin that stand proud2–4. Here, we
carry out a spatiotemporal analytical modeling of the hydrodynamic interaction of these proud static and
dynamic patterns with the surrounding water flow at low Reynolds numbers to understand the mechanisms

causing the delays in onset of disorganization in the near-wall organization of fluid vorticity that allow sharks and
dolphins to swim faster than would be possible otherwise.

The armor-like skin of sharks has two types of organization—a larger-scale nesting of tessellated dermal
denticles (dd) on which three to six parallel riblets reside2. In the baseline turbulent boundary layers (TBL) over
smooth surfaces, instabilities yield oscillations of two lateral wavelengths: one is manifested in streamwise streaks,
and the other, which is a product of the interaction between the streaks and the mean flow, has a sub-streak
wavelength5. These two wavelengths resemble those of the dd and riblets. The soft skin of dolphins, on the other
hand, has arrays of lateral grooves and has been shown to vibrate via the underlying musculature3,4,6–8.
Experiments show that a transfer of energy of flow instabilities to the damping surface stabilizes the flow9,10.
Measurements on simulated riblets (sans dd)11–13 and engineered compliant coatings6,8,9,14 have been reported.

It is not known whether the seemingly disparate skin patterns of sharks and dolphins, and even their passive
and active approaches, are in fact related to any universal mechanism of organizing the near-wall vorticity
patterns or whether this mechanism is more extensively applicable to biological systems (Fig. 1). Here, we explore
whether synchronization of oscillations in the lateral diffusion of vorticity is such a mechanism and whether there
is a minimalist (systemic) mechanism of wall-turbulence regeneration that is amenable to analytical investi-
gations of control. We discuss their relevance to very low Reynolds number wall turbulence.

Results
Hypothesis of organized skin patterning in sharks and dolphins. Many slow-swimming animals, such as
seashells and zebrafish, have organized patterns of surface pigmentation, which, although flush with the
surface, can be modeled as reaction-diffusion (RD) systems15–19. In these biochemical RD systems, two
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substances diffuse at different rates to generate the stationary surface
patterns. Experiments coupled to self-regulation modeling show17,19

that, if the pigmentation is selectively ablated, the altered pattern
forms the initial condition for a new pattern that is predictably
generated, validating the underlying dynamic self-regulating
nature. The broad success of describing the flush-skin pigmen-
tation patterns of animals using the RD framework gives
confidence that the raised skin patterns on sharks and dolphins
may have evolved by simultaneous diffusion in the surface-normal
and lateral directions to interact with the flow in a similar fashion.
This is shown schematically in Fig. 1. Since RD systems are self-
regulating, for control investigation, we take a universal approach
by showing that the wall turbulence at transitional Reynolds
numbers is also self-regulating in the spatiotemporal sense and can
be described by SL equations coupled diffusively in the lateral
direction to allow for growth in nonuniformities20. To control the
onset of lateral and longitudinal disorganization in wall vorticity, we
then make use of the self-referential phase reset (SPR) mechanism of
synchronization found to be effective in olivo-cerebellar dynamics
(modeled by FitzHugh-Nagumo (FN) equations, which are similar to
SL equations) and which controls muscle coordination to generate
the motion of animals21–23.

A restricted model of wall-turbulence regeneration cycle at transitional
Reynolds numbers. Since experiments24,26–32 on flat-plate TBL have
demonstrated that, submerged in the seeming randomness, a
spatiotemporal organization of near-wall vorticity patterns exists,

the instability process of turbulence regeneration must be
laterally coupled. Here, a systemic model of near-wall turbulent
flow is first developed that reproduces many of these observations
of organized vorticity patterns at transitional and low Reynolds
numbers. This model is confined to a single near-wall plane where
turbulence production is known to reach a maximum, and it is
concerned only with the pre-breakdown durations of production
cycles, when the fluid is dominated exclusively by molecular, rather
than so-called ‘‘eddy,’’ viscosity. Francis Hama26, who discovered the
ubiquitous wall streaks in near-wall turbulence, did attempt to model
their formation as distortions in lateral vortex lines, which are similar to
the pigmentations on seashells. The approach was not pursued, we
believe, because it was not analytically related to the earlier
observations of quasi-cyclicality by Einstein and Li33, and a formal
self-regulation model of regeneration was not developed. Dynamical
systems theories were developed later.

The idea of separating pre- and post-breakdown regimes (Fig. 2)
originates in the observation33 of a near-wall, quasi-cyclic process
wherein a viscous-dominated sublayer thickens at declining rates
and then abruptly undergoes breakdown into turbulence and col-
lapses. We interpreted this process as the sublayer undergoing a self-
regulating growth-decay cycle wherein the vorticity accumulated
during growth is abruptly liquidated into Strouhal arrays of hairpin
vortices lifting off from the wall due to induction of the image
vortex29,31,32. The thickness at which the breakdown occurs marks a
point of bifurcation, such that the dominant forces acting on the
fluid change from being primarily due to molecular viscosity to

Figure 1 | Schematic of hypothesis of two different paths of evolution of shark and dolphin skins that are based on similar set of initial-condition
dependent mechanisms. Abbreviations: RD (Reaction-Diffusion15), SL (Stuart-Landau20), SPR (Self-Referential Phase Reset21,22), and TS (Tollmien-

Schlichting6,9). Fig. 1 left reprinted from Proceedings of the National Academy of Sciences with permission; Fig. 1 top left reprinted by permission of the

American Institute of Aeronautics and Astronautics, Inc.; Fig. 1 top right reprinted with permission from NOAA Teacher at Sea; Fig. 1 right middle

reprinted with permission from Institute of Electrical and Electronics Engineers; Fig. 1 right bottom E IOP Publishing. Reproduced by permission of IOP

Publishing. All rights reserved.
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predominantly due to turbulent mixing. This distinctly two-phase
alternating behavior in the same spatial region suggests that a well-
known phenomenological model such as the Ginzburg-Landau (GL)
theory34 could reproduce many of the relevant flow features. In the
present work, we use SL equations instead because they have been
found to be useful in fluid dynamics20,35.

To understand the mechanism by which sharks and dolphins might
possibly be controlling the vorticity patterns, we note that a spatially
uncoupled assembly of FN neurons that individually appear weak and
noisy can be made to temporally phase-synchronize21,22 in response to
an external temporal impulse (Iext) of the correct amplitude and dura-
tion, a process known as SPR. The SL equations employed are amen-
able to SPR-like control whereby the animals’ patterned skins are
altering the characteristics of the viscous-dominated pre-breakdown
fluid very near the skin surface by (1) imposing weak spatial perturba-
tions to the diffusive characteristics and (2) applying time-periodic
inputs to the system. The latter mechanism is essentially Llinás’s
neuron synchronization21 generalized to a spatially coupled system
and has been established in other systems36. Spatiotemporal pattern
control using spatial inhomogeneity has been proposed in the context
of morphogenesis18; the present work explores whether these strategies
enable an effective means of control by sharks and dolphins over the
chaotic behavior of the turbulence near their skins. Our model may be
useful in the analytical exploration of new strategies of artificial skin
design since no such tools exist today.

Fig. 2 shows the pre- and post-breakdown regimes of the three-
dimensional boundary layer growth and breakdown cycles and
shows the near-wall parallel layer to which the model is restricted.
The pre-breakdown regime is characterized by vorticity that is dif-
fused but three-dimensional. The breakdown is an abrupt liquidation
via Strouhal shedding of hairpin vortices29,31,32. This liquidation
reduces the thickness of this layer to about 1.6 wall units37. The
post-bifurcation regime is responsible for turbulent mixing charac-
terized by eddy viscosity; the present work does not attempt to model
this regime but focuses instead on the spatiotemporal instabilities of
the pre-bifurcation regime, where the matters most important to
disorganization control occur.

It can be argued that the turbulent part of the skin friction c’f in
the Fig. 2 boxed inset where a-b-c… represents decay and growth
cycles, systemically undergoes self-regulation and oscillates
between the dashed lines. Compare the systemic linear and non-
linear processes as follows. A linear process with frequency v and
damping f, such as €c’f z2fv_c’f zv2c’f ~0, converges for f . 0,
diverges for f , 0, and oscillates for f 5 0. Since the effect of
the initial condition (IC) on the system c’f is proportionate, the
oscillations are large or small depending on the IC. In contrast,
the process €c’f z2f c’f

� �
_c’f zv2c’f ~0 with nonlinear damping

f c’f
� �

~a0c’2f {2f0v will oscillate continuously as in the inset. In
this latter expression, the effect of the damping is negative when c’f
is small for (a0, f0) . 0 and positive when it is large. The con-
stants a0, f0, and v determine the size and shape of the limit cycle.
The SL equations employed in the present work are one example
of a nonlinear process. Due to lateral diffusive coupling, the oscil-
lations in the inset look random, and we explore whether such
randomness can be removed by synchronization.

Restricted SL equation modeling of how wall vorticity becomes
disorganized at low Reynolds numbers. From the Navier-Stokes
equations, Stuart38 and Watson39 showed that small disturbances
A(t) in parallel (e.g., Couette, Poiseuille) flows near the critical
Reynolds number Recrit evolve via the Stuart-Landau (SL) oscillator
equation, Eq. (1):

_A~sA{lA2A�, ð1Þ

where A is any physical quantity indicated by the Navier-Stokes
equations35, and _:ð Þ, :ð Þ� indicate time derivative and complex
conjugate operations, respectively. The complex coefficients s, l
are determined by the flow and modeled quantity. The model is
applicable to nonparallel flows if the flow development time scale
is slow compared with that of perturbation growth. The requirement
that Re < Recrit is satisfied within the pre-breakdown fluid because
liquidation occurs when a layer of that fluid is sufficiently thick
(about 50 wall units).

Figure 2 | Separation of near-wall TBL into pre-breakdown (no hairpins) and post-breakdown (with hairpins) regimes, dominated by molecular and
eddy viscosity, respectively. Inset: Turbulent skin friction (cf

9) is self-regulated between limits; the lower limit may drop to a minimum of cf /2.

www.nature.com/scientificreports
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Spanwise diffusive coupling can be introduced into Eq. (1), such
that

_A z,tð Þ~sAzm
L2A
Lz2

{lA2A�: ð2Þ

Coupling in this form was used to model bluff body vortex shedding
and the growth of chevron patterns in the cylinder wake35,40.

SL oscillators can be used to model different states, structures, and
their coupling. For example, relating to familiar properties, the modi-

fied SL expression _d
z

s ~
b

< dz
s

� �zsdz
s {

l

dd
dz

s {k
�� ��2 dz

s {k
� � !

can be used to model the thickness of the unsteady viscous layer
(which extends up to where the mean buffer layer merges with the
log layer), where41 b < 6.64 and the SL constants s and l are as
described in Methods. The coefficients dd 5 2400 and k 5 53 1

20i determine the shape of the limit cycle. Here, i and < are imagin-
ary and real, respectively. In the equation above, the sublayer thick-
ness dz

s oscillates between 2 and 57, as known37,41. The finite lower
limit satisfies the observations and the theory of separation42,43. The
upper limit denotes the onset Reynolds number (Recrit) of vorticity
liquidation into hairpin vortices. Uncontrolled lateral diffusion
would blur the limit cycle. The vorticity models, their description,
the calibration of the constants employed, the simulation para-
meters, and the control equations are provided in Methods.

Comparison between model and experiments in laminar-to-
turbulent transitional regimes. Fig. 3 shows that the model
reproduces approximate vorticity distributions obtained using
different means of visualization. Figs. 3a–3c show the arrayed and
staggered patterns known as K- and H-types, respectively44. The
Emmons turbulence spot is compared in Figs. 3d–3e, where Fig. 3d
is produced by an initial condition of a spike in the input vorticity
distribution at (z1, t1) 5 0. In the Fig. 3f lower plot, the vortex
shedding in the smoke-flow visualization figure (upper plot) was
modeled by applying a corner boundary condition. Time t1 in
theory and distance x1 in smoke or dye flow visualization (which
is a time history and is like a strip-chart record) are positive in
opposite directions35. There is remarkable agreement in all cases.
In Fig. 3f, the curling and inclinations of the hairpins are identical
(a transformation between t1 and x1 is made). While the momentum
thickness Reynolds number of the TBL in the Fig. 3f upper plot is low
(500), the curls appear throughout higher-Reynolds-number TBLs

and are regions of high Reynolds stresses24,29. This suggests that
extension of the model to the post-breakdown mixing region in
the future may be feasible.

Figs. 3 and 4 show baseline validations of the minimal model—
without control. The disorganization in Figs. 3d and 4a looks daunt-
ing from a control point of view. To clarify, modeling of the baseline
organization is not the goal. The goal is to show (see Figs. 5 and 6)
how sharks and dolphins, in spite of their seemingly disparate
appearance, use essentially the same mechanism to delay the onset
of such disorganization.

Comparison between model and experiments in the very low
Reynolds number but fully turbulent regime. In Figs. 4a–4c, it is
shown that the laterally coupled SL model yields chaotically-masked
organized patterns of vz

z

�� �� that are strikingly similar to those
observed via near-wall smoke visualization24 and in the pattern of
shark dermal denticles46. Fig. 4d shows two types of vz

z

�� �� patterns: as
shorthand, we have designated the quasi-aligned patterns of smaller-
delta structures as ‘‘A-patterns’’ and the generally staggered patterns
of larger triangular structures (called subharmonics in transition44)
as ‘‘S-patterns’’. In Fig. 4d, the accumulation of small S- and A-
patterns eventually yields a large S-pattern, which then collapses;
this is depicted as a competition between positive and negative
feedback processes in the schematic in Fig. 4e17,19,47. The widely
prevalent wall-parallel inclined waves in each subharmonic (red
triangles in Fig. 4d) are produced when localized disturbances of
different wave velocities are created (at the tips of the triangles).
For comparison, note that control of inclined waves48 has been
shown numerically to reduce drag.

In biological systems, groups of patterns similar to the one in Fig. 4d
become unstable because the diffusion of the antagonist (negative feed-
back) is slow16. The interactions of the S-and A-patterns are similar to
two chemicals interacting in a self-regulating manner as given, essen-
tially, by Turing’s15,19 RD equations. As Figs. 5 and 6 will show later, the
onset of chaos can be controlled in the present system by spatiotem-
poral management of the diffusion in a manner consistent with the
skin patterns found on sharks and dolphins.

The pre-breakdown nucleation sites of hairpins are shown using
smoke visualization24 in Fig. 4f, along with a sample (subharmonic)
S-pattern (frame C in f) from the present model. The similarity
between section A-A in Fig. 4f and frame C indicates that the ‘‘base’’
of the S-pattern likely forms the near-wall end of an incipient hairpin
vortex.

Figure 3 | Transitional flow comparison between model and experiments. (a), (d), (f lower) Modeled transitional flow. (b44), (c45), (e), (f upper29)

Transitional flow observed in experiments. Emmons’ turbulence spot dye-visualization (e) due to M. Gad-el-Hak, Pvt. Comm. d: kx 5 0, m 5 16(1 1 0.1i),

l 5 (1 2 2i)/A0. Fig. 3b reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.; Fig. 3c reprinted by permission of the

Cambridge University Press; Fig. 3e reprinted by permission of M. Gad-el-Hak; Fig. 3f reprinted with permission of the Cambridge University Press.
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Figure 4 | Comparison to visualization and skin topology. (a) Lw vz
z

� ��
Lzz obtained via present model. (b) Smoke trace visualization24. (c) Great white

shark dermal denticles46. (d) vz
z

�� �� pattern (mr 5 64) interaction is a series of interacting feedback mechanisms (e). (f) Pre-breakdown hairpin

nucleation sites observed24 at base of S-patterns (y1 5 9–14) via simultaneous parallel (top) and longitudinal (bottom) smoke visualization. Inset (C)

S-pattern from present model. (g) Cross-stream smoke visualization45 in transitional boundary layers. (h) Schematic explaining (g) and (i), where s

(green) is a saddle and f (red) is a focus. (i) Crashing diffusion waves collecting at a focus form carrier waves; scale bar 5 2(sr/lr)
1/2 5 1.2. (i lower graph)

Initial Condition; scale bar 5 0.2; variable: Re vz
z

� �
, mr 5 0.5. Color: w vz

z

� �
at z1 5 50. (j) Streaks vz

z

�� ��v0:3
� �

from model, kx 5 0, m 5 16(1 1 0.1i),

l 5 (1 2 2i)/A0. (k) Streaks observed by PIV49. (l) Streak spacing via present model (red-filled circle) and via literature49 (other symbols). (m) Schematic

of origin of wall-pressure fluctuations (pw) showing vortex-tube waveguide model of resonance. (n) Modeled resonance frequencies (vhigh, vlow)

compared with measurements50 of spectra (w(v)) in TBL of high momentum thickness Reynolds number (Reh); three vertical lines in each of the vhigh and

vlow ranges, respectively, represent (from left to right) oscillation modes 1, 2, and 3, respectively. Fig. 4b & 4f (except inset C) reprinted by permission

of the American Institute of Aeronautics and Astronautics, Inc.; Fig. 4c reprinted with permission from T. Sewell and M. Waldron; Fig. 4g reprinted by

permission of the Cambridge University Press; Fig. 4k & 4l reprinted with permission from R. J. Adrian; Fig. 4n reprinted with permission from J. B.

Forest.

www.nature.com/scientificreports
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A cross-stream smoke visualization45 of tilted, near-surface ‘‘mush-
rooms’’ is shown in Fig. 4g, with arrows indicating the direction of
secondary flow in this plane. The head of the mushroom consists of a
single saddle (s) from which smoke diverges and two foci (f) where it
is collected. The lower saddle, shown schematically in Fig. 4h, is not
visible in the experiment; it is likely to be more diffused, owing to its
wall proximity. The time development of a pair of transverse dif-
fusion waves that matches the mushroom development is shown in
Fig. 4i: the diffusion waves approach each other laterally, slow down,
and break up into small wavelength oscillations (see the video in
Supplementary Information (Movie 1)). These short-wavelength
waves are co-located with the long streaks observed in Figs. 4i, 4j,
indicating that the low-frequency streaks are behaving as long solitary
waves upon which the high-frequency carrier waves ride. The short
wavelengths form better after antagonistic waves have crashed into
each other, when the wavelength of the initial vz

1 vorticity is 200 z1.
The model shows that streak formation and coupling51–53 of large and
small wavelengths (or frequencies) are related processes.

The small wavelengths in Fig. 4i have the approximate amplitude
(and meandering) of 10z1, which is the optimal riblet wavelength.

Both the streak and the sub-streak wavelength are present in this
figure.

The basic frequency of the oscillations in Fig. 4i is 100 p. This basic
frequency is akin to the TS frequency, in that it is the frequency of the
most unstable wavelength in the sublayer. It has been shown41 that
the unsteady sublayer velocity profile approaches the Blasius54 form
just before breakdown and can be expected to be amenable to the
brief production of nearly two-dimensional oscillations. Since the TS
frequency is the natural frequency of the most unstable wavelength in
the pre-breakdown fluid, the carrier wave can be thought of as an
orthogonal TS wave—an unstable perturbation in the transverse
diffusive waves. The viscous cores of the streaks indicated by f in
Fig. 4h, and shown in Figs. 4d and 4j, locally produce a low pressure.
Co-location of these cores with the carrier waves would indicate that
this low pressure will be modulated at high frequency. This high
frequency could be localized by an animal using highly tuned tactile
pressure sensors; the compactness of the carrier wave in frequency
space means that a large sensor gain could be achieved.

An experimental observation49 of near-wall streaks using particle
image velocimetry (PIV) is provided in Fig. 4k. The authors of that

Figure 5 | Shark skin is a template of organized diffusion for control of disorganization. (a) Atlantic sharpnose dd25. (b) Diffusion template. (c) Single

element of S-pattern. (d) Modules a and c on arrayed diffusion template. (e) Staggered tiger shark dd2. (f) and (h)–(k) are vz
z

�� �� maps. (f) Baseline

(no surface variation). (g) mr analog of surface; R, dd, and R 1 dd refer to riblets, dermal denticles, and their combinations, respectively. (h)

Uninterrupted weak riblets. (i) Combination of uninterrupted weak (t1 , 80,000) and strong (t1 $ 80,000) riblets. (j) Weak riblets combined with dd.

(k) Weak, then strong, riblets as in (i), combined with dd. Fig. 5a & 5d lower inset reprinted with permission from NOAA Teacher at Sea; Fig 5e reprinted

with permission from M. S. Adams.

www.nature.com/scientificreports
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work provided streak spacing data from a variety of published
sources, which are reproduced and compared with our findings in
Fig. 4l. These data are used to determine the approximate aspect ratio
of the modeled fluid and, thereby, the baseline value for the diffusion
coefficient m (see Methods).

In the unstable wall-parallel layer at y1 < 11, the unsteadiness of
the pre-breakdown viscous flow is modeled by a parabolic equation54

(Eq. (2)). The reversal of the lateral direction of vorticity diffusion
(Fig. 4i) gives rise to rows of stagnation points appearing as streaks
and to dislocation sites where streaks merge or diverge. (The reversal
of vorticity diffusion is modeled by singular parabolic equations.)
The boundaries where the diffusion changes sign are regions of large
variation in tracer concentration and density and where disorgan-
ization likely ensues. The surface templates in the shark/dolphin
model control the motion of the stagnation points, thus restricting
the diversification of scales, and this is more feasible at low Reynolds
numbers.

The effects of side walls and variations in initial conditions (indi-
cative of three-dimensional effects or incoming turbulence) yield
changes in the precise route to disorganization in the (vz

z {tz)
maps but no qualitative change in the basic spatial organization of
vz

z patterns. In addition to the corner boundary conditions (see
Methods), these effects were modeled as variations in initial wave-
length from z1 5 50–800 and higher, to 0.01% random variation in
the amplitude of vz

z 0,zzð Þ, respectively. The results presented here
are indicative of a low Reynolds number, since perturbations from
beyond the modeled region have been neglected. The basic regen-
eration phenomenon underpinning the model is likely to be robust at
higher Reynolds numbers as well; the periodic liquidation of a near-
wall sublayer into hairpins has been observed at Reynolds numbers
much higher than transition29,31,32,55. The delay of chaos onset shown
by our modeling of synchronization likely became possible because
the bandwidth of the spatiotemporal variation is restricted at low
Reynolds numbers.

An alternative phenomenological model of the results in Fig. 4i
(presence of high-low frequencies). The intriguing simultaneous
observations of high and low frequencies throughout a TBL51–53,
and the modeled formation of large-wavelength streaks and small-
wavelength, seemingly resonant waves due to crashing lateral
diffusion (Fig. 4i, Movie 1 in Supplementary Information), can be
reproduced using a different phenomenological approach, namely a
waveguide model of wall-pressure fluctuations (Fig. 4m,n). This is an
indirect but independent corroboration of this result of the model
and is given below.

From the converging/diverging dislocation singularities, a pair of
streaks and hairpins (they have viscous cores) forms a closed, lam-
inar, viscous, resonant ‘‘cavity’’ (strictly speaking, the cavities are
partially connected) (Fig. 4m). We draw an analogy to Schumann
resonance in the ionosphere cavity and replace the speed of light with
that of sound, the earth’s circumference with the hairpin vortex tube
length, and the ionosphere’s height with the vortex tube diameter.
Two disparate groups of resonant pressure waves—one large and one
small—are produced by the cavity length and diameter as
vnu

�
U2

t ~ cz
�

Lz
� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n nz1ð Þ
p

, where vn is angular frequency,
c1 is the ratio of the speed of sound in the medium c to the friction
velocity Ut, L1 5 LUt/u is the length L1 or the diameter (d1) of the
cavity, n is the mode, u is viscosity, and U is velocity scale. Losses and
leaks to other cavities would reduce the measured frequencies and
widen the spectral peaks, but the resonance would be long-lasting,
yielding a spatiotemporal/TBL pressure fluctuation with two regimes
of wall pressure spectral density (PSD) W!v{N

n , where N is a dif-
ferent constant in the high- and low-frequency ranges of resonance.
The waveguide model explains why there is a clear kink in the PSD
and Reynolds number independence (Fig. 4n). Typically, for a streak
length of 1000 wall units (Fig. 4m) and d1 5 15,800 at a momentum

thickness Reynolds number50 of 36,000, Lz~
LUt

u
~47,000 (con-

sidering hairpins inclined at 45u to the flow direction), and d1 5 200

wall units. For n 5 1 to 3, the model yields
vlown

u2
t

5 0.0102–0.0250

Figure 6 | Dolphin control of disorganization using microgrooves and
vibrations. (a)–(e) are vz

z

�� ��maps; Fig. 5f is the baseline. (a) Fast vibration,

frequency is groove wavelength, which is also the primary SL wavelength.

(b) Slow vibration, frequency is groove wavelength/16. (c) Combines (a)

and (b). (d) Microgrooves at basic oscillator wavelength. (e) Combines (b)

and (d). (f) Sketch of dolphin microgrooves3. Fig. 6f reprinted with

permission from IEEE.
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(,0.5), and
vhighn

u2
t

5 2.37–5.81 (.0.5). Compared with the time-

averaged wall-pressure measurements of PSD, these values correctly
lie in two distinct Reynolds-number-independent PSD decay

regions, with the slope changing abruptly near
vn

u2
t

5 0.5. In contrast

with prevailing notions, vhigh may be sourced from anywhere in the
rotational TBL, and vlow may be sourced solely from the society of
interconnected wall streaks without the hairpins.

The present waveguide model implies that, for bifurcation control,
the animal skins are prescribing the length, diameter, and modes of
pressure oscillation in the streaks and hairpin vortices.

Modeling of delay in onset of disorganization in wall vorticity by
shark skins. Fig. 5 shows the results of the modeling of chaos control
by sharks. Skins of great white46, Atlantic sharpnose25, and tiger
shark2 dermal denticles (dd), with embedded riblets, are shown in
Figs. 4c, 5a, and 5e, respectively. The model uses a periodic
distribution in (z1, t1) or (z1, x1) of the coefficient of lateral
diffusion, which we call ‘‘m-control.’’ Examples of these
distributions are shown in Figs. 5b, 5d, and 5g. These diffusion
templates were created to be similar to the topology of a shark’s
skin; the topology alters the local aspect ratio of the pre-
breakdown layer, which is reflected in the diffusion coefficient (see
Methods).

Fig. 5f shows the development of disorganization in a TBL,
wherein an aligned pattern consisting of organized S- and A-patterns
gives way to a staggered pattern at t1 < 10,000, which shortly there-
after becomes chaotic. Fig. 5g is a contour map of the lateral diffusion
used to model riblets (R), the dermal denticles (dd), and their com-
bination (R 1 dd). The details used to describe the R, dd, and R 1 dd
surfaces are provided in Methods. At the uninterrupted riblet spacing
of 10 z1, weak lateral diffusion perturbations of 2.5% (‘‘weak riblets’’)
delay the onset of chaos, and the aligned pattern is conserved for t1 #
80,000 (Fig. 5h). If a 20% perturbation (‘‘strong riblets’’) is then
applied at t1 $ 80,000, a different orderly pattern, consisting almost
entirely of streaks, is produced (Fig. 5i). The initial delay of the onset
of disorganization requires only weak perturbations, but it does not
perfectly control all deviations from the aligned pattern.

As these small uncontrolled deviations grow, a Reynolds-number-
like effect is produced (see also Fig. 7D2 in Kazantsev et al.21) that
requires larger diffusion perturbations to control41.

The need for the animal to flex requires that the riblets be inter-
rupted along the dd outlines shown in Figs. 4c, 5d, 5e, and 5g. Figs. 5j
and 5k show the combined effects of weak riblets that are interrupted
by the dd without and with, respectively, inclusion of strong riblets
for t1 $ 80,000. Using the present model, the dd are not found to
delay the onset of disorganization, but their interruption of the riblets
does not qualitatively change the riblets’ ability to control the dis-
organization. The combined effect of the riblets and dd is the method
of disorganization control that we predict is being employed by
sharks.

Modeling of dolphins’ control of the onset of disorganization in
wall vorticity by using wall vibrations and microgrooves. Fig. 6
shows the results of the modeling of disorganization control by
dolphins. The baseline surface shown in Fig. 5f is the pattern that
is being controlled. Dolphins’ lateral microgrooves3 (Fig. 5f) employ
m-control with a wavelength equal to the groove wavelength; this
control strategy is similar to the sharks’ control strategy shown in
Fig. 5. Applied in isolation, this strategy strongly enhances streak
formation for t1 , 30,000, with effects persisting locally out to t1

< 80,000.
Active vibration of the surface is modeled as an external input to

the oscillators, which we call ‘‘Iext-control’’. These skin vibrations
have been recorded in vivo4. This external input is added in two
integer multiples of the primary SL wavelength, which is also the

groove wavelength; Figs. 6a and 6b represent multiples of 1 and 16,
respectively. Combined application of these vibrations yields a sig-
nificantly improved result, shown in Fig. 6c. Unlike the aligned
results found for the optimal shark skin surface, this ‘‘multiple
octave’’ control strategy creates a staggered array of S-patterns, per-
sisting until t1 < 110,000. The diffusive and vibrational control
strategies can also be combined, as in Fig. 6e, where the long-wave-
length vibration is paired with the microgrooves. This also yields a
staggered S-pattern array. Details of these control strategies are pro-
vided in Methods. Following Lighthill, the vibrating wall ( _L) will
cause acoustic radiation (pw) (L is load and pw is wall-pressure fluc-
tuation), and an audible analogy, called E-5 by musicians and pro-
duced using a guitar, is given in the Supplementary Audio Recording
1 (SI).

Dolphins’ soft, fatty skin is well-suited to the application of surface
vibration from the underlying musculature4,7,8, whereas sharks’ den-
ticles and riblets are made of a rigid, tooth-like material that is less
suited to this type of subsurface input. Our search did not find that
global external perturbation added to the riblet 1 denticle combina-
tion employed by sharks improved the surface’s ability to control
disorganization. However, streak spacing can be organized by loca-
lized Iext if sensors are used to identify streaks41. It will be interesting
to know whether shark skins, in spite of their armor-like appearance,
are populated with wall-pressure sensors and have the ability to
vibrate their skins.

Similar to the riblet diffusion template employed by sharks, the
dolphins’ lateral microgroove template and weak vibrations are com-
parable to the olivo-cerebellar temporal SPR mechanism21,22.
However, in the turbulence control employed by these animals, the
spatial locations and coupling of the vorticity oscillators is important,
which was not the case for the temporal synchronization of inferior-
olive neurons. The present work advances the SPR technique to
spatial problems.

Discussion
The feasibility and cost of control are as follows. The Reynolds num-
bers of whales (up to blue whales: 0.4–3 3 109) and dolphins (0.2–
1.75 3 108) are similar to those of ships/submarines (.2 3 109) and
unmanned underwater vehicles (.2 3 107), respectively.
Consequently, the feasibility of cost-effectively delaying the onset
of vorticity disorganization near the nose of practical flows should
not be in doubt.

Although Newton’s laws of motion apply at all instants of time, in
wall-turbulence modeling, time averaging is widely used to reduce
information overload, although there is no instant of time when any
dynamical state adheres to the modeled distributions. On the other
hand, the volume of information in spatiotemporal approaches can
be large. For example, there are numerous oscillations in Fig. 5f, and
the cost of controlling each of them would seem to be large. However,
the present SPR-synchronization model shows that, for dolphins,
external perturbations of only two specific wavelengths are adequate
for delay of chaos onset. Hence, the cost will be lower than thought by
past researchers. At least at low Reynolds numbers, the spatiotem-
poral analysis of control is found to be instructive.

Full-scale animal swimming20 can be modeled as a resonant oscil-
latory structure where the quality factor of the tuning is high (low
damping in the narrow frequency range of oscillation). Since the
present modeling of the phenomenon of near-wall transitional tur-
bulence is similar, the active vibration (Iext) of a high-quality-factor
dolphin skin in a narrow band would cost less than in a skin which is
broadly vibrated.

Our minimal model shows that a part of the low Reynolds number
wall-turbulence that is critical to reproduction can be treated as
systemically deterministic for control purposes. This result has sig-
nificance to many aspects of future research—in full modeling, dia-
gnostics, and control.

www.nature.com/scientificreports
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Methods
The restricted near-wall TBL model. Spanwise and streamwise vorticity
perturbations, vz

1 and vx
1, respectively, were modeled by the SL equations

_vz
z ~ svz
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where t is a time scaling, and kx, kz are positive, real coupling constants. (?)1 indicates
a quantity in wall units. The coupling mechanism indicates a sink in vz

1 scaling with
vx

1, and a source in vx
1 consistent with continuity, assuming that vy

1 = vx
1 and

h/hx < k h/ht. We call this an ‘‘orthogonal’’ coupling due to this consistency with
continuity. The simplest mechanism meeting these requirements was chosen, but
others exist.

Parameter estimation. The SL oscillator in Eq. (3) has base amplitude A0 5 (sr/lr
z)1/2

and spanwise scale proportional to (mr/sr)1/2. Near the wall, the wall-shear stress twall

< vz, since dv/dx < 0 (v is the surface-normal velocity). The quantity ~twall=�twall is in

the range56 of 0.32–0.40, where f:ð Þ and :ð Þ are the standard deviation and mean,
respectively. In the present model, A0 5 0.63 yields ~vz

z 5 0.364; �vz
z 5 1 by

definition. For s 5 sr(1 1 c0i), m 5 mr(1 1 c1i), lz 5 (1 1 c2i)/A0
2, we employ35 (unless

noted) c1 5 0.3, c2 5 23. c0 5 1 yields unit linear frequency.
Unless noted, the spanwise scaling factor mr 5 16. This is estimated from35 sr 2

mr(p/Lc)2 5 s(Re 2 Recrit) 5 0 for characteristic aspect ratio Lc. Re 5 Recrit is assumed,
per the self-regulating nature of the sublayer. Lc is the ratio of near-wall streak spacing
to measurement layer height (Fig. 4l and Ref. 49). The best fit for points in the range
0 # y1 # 50 is mr 5 467.7(y1)21.62. Using this fit, mr 5 16 corresponds to y1 5 8.10,
near the range 9 # y1 # 14, indicated by comparison of our results with spatio-
temporal observations24.

Townsend28 derived ~twall,x=~twall,z 5 1/100 using assumptions similar to ours; we
then estimate lr

x 5 1002 lr
z. Order-of-magnitude considerations yield kx 5 1 and

kz 5 0.01. t 5 0.005 was chosen for computational convenience, since the oscillator
time scale is arbitrary.

The period of a two dimensional, uncoupled SL oscillator. Let vz
1(z1,t1) 5

M(z1,t1)exp(iw(z1,t1)), where magnitude M g , M $ 0, and phase wg . In
regions where M(z1,t1) < M(t1), w(z1,t1) < w(t1), Eq.(3) simplifies to

_M~ sr M{lz
r M3

� �
t, _w~ si{lz

i M2
� �

t,

such that for M . 0, lim
tz??

M 5 A0 5 (sr/lr
z)1/2. An analogous limiting value _w? 5 (si

2 (sr/lr
z)li

z)t yields the period of the two-dimensional (Tollmien-Schlichting) wave
T 5 2p/ _w? , where T 5 100p for our constants. This period is used in the modeling of
microgrooves and microvibrations in dolphin chaos control.

Simulation parameters. The equations are solved with a finite-difference, fourth-
order, Runge-Kutta solver with time step dt1 5 0.2 and spatial grid dz1 5 1.
Harmonic boundary conditions are applied at z 5 6L/2 unless noted. When used,
side-wall corner boundary conditions vz

1(6L/2,t1) are applied in combination with
sr 5 sr(z1) near the boundary, to obtain sr(jz1j 2 L/2) < sr,center and a smooth
descent to zero at the boundary sr(z1) 5 sr,center 3 [erf((z1 1 L/2)/25) 2 erf((z1 2 L/
2)/25) 2 1]. The value sr,center (5 1) is the sr value used for all z when using harmonic
boundary conditions. This equation yields a corner boundary layer width of z1 < 50,
matching Recrit. As a point of interest, it is this side-wall condition that produces the
apparent hairpin structures in Fig. 3f. Unless noted, the initial conditions, which
embody lateral cellularization due to end effects, are vz

1(z1,0) 5 0.1 sin(2pt1/200),
vx

1(z1,0) 5 1025N(z1), where N(z1) are uniformly distributed random numbers
with range (20.5,0.5); N simulates freestream turbulence.

Controlled form of the model. ‘‘Controlled’’ forms of Eqs. (3) and (4) are:
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Input to the system may be given by spatiotemporally variable diffusion (‘‘m-
control’’) or external impulse (‘‘Iext-control’’). The physical mechanism of m-control is
alteration of the local aspect ratio Lc; this is the source of our claim that variation in mr

mimics the effect of the surface topology on the flow. The mechanism of Iext-control is
the addition of vorticity from a source outside the model, similar to that employed in
models of neuron synchronization21,22.

Shark disorganization control. Uninterrupted riblets are modeled using mz(z1) 5

mx(z1) 5 �m (1 1 kmsin(2pz1/s1)), where �m 5 16(1–0.3i) is the flat-plate value. The
spacing between riblet peaks s1 5 10 is used unless noted. km gives the ‘‘strength’’ of
the riblets, where the terms ‘‘weak’’ and ‘‘strong’’ for riblets denote km 5 0.025 and 0.2,
respectively.

Riblets interrupted by the dermal denticles are modeled using mz(z1, t1) 5 mx(z1,
t1) 5 �m (1 1 kmsin(2pz1/s1) 1 Sc(z1,t1) 2 Sc), where Sc(z1,t1) 5 (km/4)jsin(t1/200)
2 sin(pz1/25)j, and the overbar denotes an average over a period. The J multiple in
the latter equation gives the height of the denticles relative to the riblets.

Dolphin disorganization control. The dolphin’s microgrooves3 are modeled using
mz(t1) 5 mx(t1) 5 �m (1 1 kgroove sin(t1/50)), where kgroove 5 0.075. Microvibrations4

are modeled using Iz
ext (t1) 5 0.005(kfast sin(t1/800) 1 kslow sin(t1/50)). Where both

microvibration frequencies are applied, kfast 5 1, kslow 5 1/16, such that their
amplitudes are proportional to the ratio of the periods.

Experimental data source. Fig. 1 pictures clockwise from left sourced or adapted
from refs. 19, 24, 25, 3 and 8.

Figs. 3b, 3c, 3e, 3f (upper) sourced from refs. 44, 45, M. Gad-el-Hak (Pvt. Comm.)
and 29.

Fig. 4b, 4c, 4f, 4g, 4k, 4l, 4n sourced and adapted from refs. 24, 46, 24, 45, 49, 49 and
50.

Figs. 5a, 5d lower inset, 5e sourced from refs. 25, 25 and 2.
Fig. 6f sourced from ref. 3.
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