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Auditory-motor synchronization and perception
suggest partially distinct time scales in speech
and music
Alice Vivien Barchet 1✉, Molly J. Henry2,3, Claire Pelofi4,5 & Johanna M. Rimmele 1,5✉

Speech and music might involve specific cognitive rhythmic timing mechanisms related to

differences in the dominant rhythmic structure. We investigate the influence of different

motor effectors on rate-specific processing in both domains. A perception and a synchro-

nization task involving syllable and piano tone sequences and motor effectors typically

associated with speech (whispering) and music (finger-tapping) were tested at slow (~2 Hz)

and fast rates (~4.5 Hz). Although synchronization performance was generally better at slow

rates, the motor effectors exhibited specific rate preferences. Finger-tapping was advantaged

compared to whispering at slow but not at faster rates, with synchronization being effector-

dependent at slow, but highly correlated at faster rates. Perception of speech and music was

better at different rates and predicted by a fast general and a slow finger-tapping synchro-

nization component. Our data suggests partially independent rhythmic timing mechanisms

for speech and music, possibly related to a differential recruitment of cortical motor circuitry.
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There exists a long-held debate about the shared nature
versus the specificity of the mechanisms involved in speech
and music processing1–11. Speech and music perception

and production are uniquely human behaviors and the produced
signals share characteristic features, such as their inherently
rhythmic and hierarchical structure12. At a closer look, however,
speech and music signals exhibit a distinct rhythmic profile and
differences in rate-specific processing13–15. It is unclear whether
speech and music recruit distinct cortical motor timing
mechanisms related to the motor effectors commonly used in
both domains16,17. In an auditory perception task and a
perception-production synchronization task, we probe rate-
specific processing and its modulation by the use of different
motor effectors addressing the question of interdependencies of
rhythmic timing in speech and music processing.

Speech and music signals display an inherently (quasi-)rhyth-
mic structure, which is one of the characteristics that has been
suggested to drive the structural and mechanistic overlap between
speech and music processing7,13. Humans take advantage of this
signal property for making temporal predictions and for event
segmentation18–25. More specifically, the temporal processing of
rhythmic structure in speech and music has been related to
endogenous brain rhythms that show rhythmicity in the same
frequency range as the speech and music signals16,26–31. While it
is still debated whether such brain rhythms emerged from the
natural properties of speech and music or whether rhythm in
speech and music evolved around this functional cortical
architecture32, a functional relevance has been proposed. Endo-
genous brain rhythms may support predictive processing and
event segmentation by entraining to the rhythmic temporal
modulations in the speech20,33–35 and the music signal18,36–38.
Speech research emphasized the role of auditory cortex brain
rhythms in the theta range (~4.5 Hz) that are proposed to con-
strain temporal processing20,22,39,40. Additionally, an impact of
rhythmic prediction from the motor system has been
discussed41,42. The motor system involvement in rhythmic timing
is in accordance with a - for obvious biological reasons - tight
coupling of sensory and motor systems in the speech and in the
music domain. The motor regions involved in production have
been shown to be activated solely by listening to speech43,44 and
music45–47. Temporal motor prediction has been shown to sup-
port speech processing in demanding listening conditions48,49, as
well as music processing17,31,50. The supplementary motor area
and the basal ganglia have been suggested to function as a
pacemaker during speech perception51,52 and particularly during
beat perception and anticipation in music17,53,54. Particularly,
slow delta brain rhythms around 2 Hz observed in the supple-
mentary motor area seem to be involved in temporal predictions
provided by the motor system26,29,31,55. This time scale corre-
sponds to the time scale of beats in music17,31,56–58, while its role
in speech processing is not fully understood. However, delta brain
rhythms around 1–2 Hz have been suggested to support domain-
general rhythmic motor timing17,31. In summary, speech and
music processing rely on the signals’ inherently rhythmic struc-
ture and overlapping brain areas including the motor system are
involved in their processing.

In spite of their considerable overlap, the produced speech and
music signal show crucial differences in rhythmic characteristics.
Analyses of large corpora of produced speech and music signals
revealed that for diverse types of music played on various
instruments, slow acoustic amplitude modulations around 1–2 Hz
are dominant13,15. Interestingly, this rate corresponds to the
preferred rate of human beat perception59,60, and beat perception
has no equivalent in the speech domain61. Although the beat
might be crucial for interpersonal coordination in musical
ensembles62, the dominant temporal modulations at slower rates

are equally observed in ensemble and single instrument music13.
In contrast, speech shows faster dominant amplitude modulations
at the syllabic rate around 4–8 Hz across languages13,15,63. Fur-
thermore, different rhythmic characteristics of speech and music
were not only observed in the produced signals but are also
reflected in the perceptual performance. For example, beat
deviance detection in pure tone sequences has been shown to be
maximal for beat rates of about 1.4 Hz60. In contrast, speech
comprehension performance has been suggested to be highest for
syllable rates in the theta range (~4.5 Hz) and drop at faster rates
around 9 Hz64,65 (or at even higher rates27,66). Accordingly, on a
neural level, overlapping brain areas recruited for speech and
music processing3,4,6 have been suggested to show frequency-
specific selectivity for speech and music (preprint:67). It should be
noted that besides these dominant rhythmic modulations, speech
and music also contain several hierarchical levels of information
with rhythmic modulations at different time scales68. For exam-
ple, speech contains rhythmicity beyond the syllable
level20,39,42,69 at the phrasal level at around 1–2 Hz33,34,70–75.
Music contains rhythmic fluctuations beyond the beat rate at
faster single note rates or slower phrasal rates18,76. In summary,
speech and music show characteristic rhythmic profiles and
might involve partially distinct rhythmic timing mechanisms.

Speech and non-vocal music production typically employ dif-
ferent motor effectors, which may recruit specific parts of the
motor system related to rhythmic processing. Speech is produced
by the mouth (lips, tongue, jaw) and the vocal cords. Other motor
effectors such as the hands and arms can additionally support
non-verbal aspects of speech production. Non-vocal music pro-
duction commonly relies on the hands and arms (or sometimes
the feet). For singing, the mouth and the vocal cords are used,
though in a different manner when compared with speech
(preprint:77,78). Thus, the differences in rhythmic motor timing
might depend on the distinct use of motor effectors when pro-
ducing speech or music. Accordingly, different motor effectors
have been previously related to different sensitivities for pro-
duction rates in interlimb coordination, with the mouth and vocal
cord being superior in precise rhythmic pattern production at fast
rates compared to the arms and feet79. Differences related to
motor effectors have also been reported in the context of spon-
taneous production rates. Rhythmic motor timing in music has
been traditionally researched in finger-tapping paradigms80–84.
Spontaneous finger-tapping rates have been observed around
2 Hz60,82,83,85–87, with optimal synchronization of finger-tapping
to the beat at these rates82,83,88. The repetition of piano melodies
by trained pianists has revealed similar spontaneous rates around
2 Hz89, which were correlated with the individual spontaneous
finger-tapping rates. Fewer studies investigated spontaneous syl-
lable production rates and found optimal rates around 4 to 8 Hz
in natural speech production27,63. Other methods require indi-
viduals to repeatedly whisper a single syllable, and confirmed
spontaneous rates around 4–5 Hz90. In the speech domain,
structural and functional connectivity between auditory and
speech-motor regions have been associated with the ability to
synchronize speech perception and production at syllabic rates of
about 4.5 Hz91,92. In these studies, perception-production syn-
chronicity was measured using the behavioral protocol of the
spontaneous speech synchronization test (SSS test)91,93. Using the
SSS test, it was demonstrated that high synchronization strength
was related to increased speech and auditory perception perfor-
mance measured in various tasks90–92,94. Interestingly, speech
perception-production synchronization and, on the neural level,
auditory-motor cortex coupling seem to be strongest at syllable
rates of 4.5 Hz16,95. Whether perception-production synchroni-
zation in music shows similar rate-restrictions, and whether
synchronization is optimal at distinct rates for speech and music,
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remains unclear. In summary, the specific rhythmic character-
istics of the produced speech and music signal together with the
distinct spontaneous production rates observed for different
motor effectors may indicate domain-specific rhythmic motor
timing.

In a behavioral paradigm, we tackle the question of domain-
specific mechanisms by investigating whether the optimal time
scales in the speech and music domain differ and depend on the
motor effector involved in their production. The optimal rate was
defined as the stimulus presentation rate with highest performance.
In a perception-production synchronization task as well as an
auditory perception task, we used speech (syllable sequences) and
music stimuli (piano tone sequences) and two different motor
effector systems (whispering and finger-tapping). All tasks were
performed at slow rates around 2 Hz (1.92 – 2.08 Hz) and fast rates
around 4.5 Hz (4.3 – 4.7 Hz). We hypothesized that specific motor
effectors recruit distinct cortical rhythmic motor timing circuitry
with distinct optimal processing rates that constrain the auditory-
motor coupling. More specifically, we predicted that the involve-
ment of motor effectors associated with speech is related to higher
synchronization performance at fast rates around 4.5 Hz, while
motor effectors associated with music show highest synchroniza-
tion performance at slower rates around 2 Hz. Assuming that the
corresponding motor systems are activated even without overt
motor behavior in the auditory perception task43–46, we hypothe-
sized that the performance in the perception task should mirror the
results from the synchronization task, with higher and lower rates
enhancing speech and music processing, respectively. Furthermore,
synchronization was expected to predict perception performance at
the corresponding time scale. Alternatively, we hypothesized that
rhythmic timing processes facilitated by the motor system might
generally be optimal at slower time scales, which has been sug-
gested in previous work17,31. This would result in higher perfor-
mance at slow time scales across domains.

Methods
The study protocol as well as the planned analyses were pre-
registered on asPredicted.org (https://aspredicted.org/ci7ms.pdf)
on 9 March 2022. Deviations from the preregistered procedure
can be retrieved from supplementary note 2.

Participants. A total of 66 participants initially participated in the
study. All reported being neurologically healthy, having no psy-
chiatric disorders and having normal and uncorrected hearing.
Written informed consent was obtained from all participants prior
to starting the study and subjects received monetary compensation
for their participation. No participants dropped out or declined the
participation. All experimental procedures were ethically approved
by the Ethics Council of the Max Planck Society (Nr. 2017_12).
Data collection was performed from March to April 2022.

Following the procedural recommendations for the SSS
test91,93, two participants were excluded because they spoke
loudly instead of whispering during the synchronization task. An
additional 2 participants were excluded due to inconsistency
between any two trials of the same condition in the synchroniza-
tion task. Inconsistency was detected using several linear
regression models predicting performance in each condition’s
second trial from the same condition’s first trial and participants
were classified as inconsistent if the performance in the second
trial laid outside of the 99% confidence interval. The final sample
for the synchronization task included 62 participants (36 women,
23 men, 2 non-binary, 1 undisclosed gender, age range: 18–40
years (M= 26.28, SD= 4.16). Gender was assessed by asking the
participants to self-report their gender (German: “Geschlecht”).

For the temporal deviation perception task, the same group of
participants was tested. We excluded 4 participants due to
performance at or below chance level in at least one condition
(stimulus x rate). Additionally, 1 participant had to be excluded
due to technical problems during data acquisition. Thus, the final
sample for the perception task included 57 participants (33
women, 21 men, 2 non-binary, 1 undisclosed gender, age range:
19–40 years (M= 26.54, SD= 4.12).

Stimuli. To generate the tone and syllable sequences for the
perception and the synchronization tasks, we used the same sets
of twelve syllables or twelve piano tones, for the speech and music
stimuli, respectively. For both tasks, we generated random syllable
and tone sequences that resulted from randomly combining the
twelve syllables or piano tones with no gap in between them. No
syllables or piano tones were repeated consecutively.

All syllable sequences were created using the speech synthesizer
MBROLA with a male German diphone database (de2) at
16,000 Hz. The sequences consisted of twelve distinct syllables
with each syllable starting with a consonant followed by a vowel.
The sequences were resampled to 44,100 Hz using the Praat
software96. The tone sequences were generated as MIDI-files
using MIDIUtil running on Python version 3.8.8. The sequences
consisted of twelve piano tones (MIDI instrument number 1) and
included all notes between C3 and B3 (midi notes 48 – 59). The
MIDI-files were then synthesized to wav files on a high-quality
soundfont using FluidSynth version 2.2.4. All stimuli were
synthesized at their respective rate, based on the syllable and
tone duration information provided to the synthesizer.

Procedure. The stimulus presentation and response recording
was performed on a Windows PC and managed with the Psy-
chophysics Toolbox Version 3.0.1297,98 running on MATLAB
version R2021a. The session took 90min and included, in the
following order: the auditory perception task, the perception-
production synchronization task, and questionnaires concerning
demographics and musical experience including the German
version of the Goldsmiths Musical Sophistication Index (Gold-
MSI99,100). Schematic representations of the perception-
production synchronization task and the auditory perception
task are displayed in Fig. 1. All auditory stimuli were presented
binaurally using Ethymotic Research (ER) 3c in-ear headphones
with E-A-RLINK foam eartips attached to them.

Perception-production synchronization task. To measure the
participants’ ability to synchronize their speech and music pro-
duction to rhythmic sequences of piano tones and syllables, we
used several adapted versions of the accelerated version of the SSS
test91,93. While participants listened to accelerating sequences of
piano tones or syllables in fast or slow rates, they were instructed
to whisper or to tap in synchrony with the sequences. The order
of the motor effectors (tapping versus whispering) as well as the
order of the stimulus types (syllables versus piano tones) within
each articulator block was randomized. Participants were
instructed to tap on the table with their dominant hand within a
highlighted area 3 cm around a microphone. In the whispering
conditions, participants were instructed to repeatedly whisper the
syllable “TEH”. The whispering was recorded using a Shure
MX418 Microflex directional gooseneck condenser microphone
that participants placed at around 3 cm distance from their
mouth. We used an audiocard (RME Fireface UC) with high
precision and presented stimuli using the full duplex mode
implemented in the Psychophysics Toolbox97,98. This mode
supports simultaneous sound presentation and multi-channel
audio capture without any temporal jitter. We recorded the
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presented stimulus with a loopback microphone, which enabled
us to simultaneously record the stimulus and the participant’s
tapping and whispering. The complete flow for the synchroni-
zation task is shown in Fig. 1A.

Each articulator block began with a volume adjustment in
which participants were instructed to adjust the volume of a
syllable or tone sequence until they were not able to hear their
own whispering or tapping by key presses. Depending on the
condition that the subjects started with, they were played a
random syllable or tone stream in the same rate as the respective
start condition. The maximum amplitude was fixed at a sound
pressure of 90 dB SPL to prevent hearing damage.

After the volume adjustment, subjects were first primed twice
at 4.5 Hz for the fast sequences and at 2 Hz for the slow
sequences. In the priming phase, subjects were first presented
with a syllable or tone sequence at a given rate for ten seconds
and then they were instructed to whisper or tap at the same rate
for ten seconds after the audio stopped. The priming was
performed with a male voice repeatedly articulating the syllable
‘TEH’ for the syllable conditions. When subjects were synchro-
nizing to a tone sequence, priming was performed with a
sequence of the note C1 (32.7 Hz) played on an acoustic grand
piano generated as described above.

The synchronization sequences consisted of slightly accelerating
tone or syllable sequences presented at fast or slow rates. This
follows the established procedure of the explicit version of the SSS
test93. Accelerating sequences are used to test for participants’
spontaneous auditory-motor synchronization to slight, undetect-
able changes in the rate of the stimuli. The rate in the fast sequences
ranged from 4.3 to 4.7 Hz and increased in steps of 0.1 Hz every
48 syllables. In the slow sequences, the rate was increased from
1.92 Hz to 2.08 Hz in steps of 0.04 Hz, accordingly. All sequences
contained 240 syllables or piano tones and the length of the
synchronization sequences was 50 seconds for the fast sequences
and 120 seconds for the slow sequences. Subjects were asked to tap
or whisper in synchrony to the sequences while listening.
Participants performed two runs consisting of two priming trials
and one synchronization trail for each condition.

Auditory perception task. The auditory perception task required
participants to identify small rhythmic deviations in sequences of
syllables and piano tones. Figure 1B illustrates the procedure for
the auditory perception task. Each sequence consisted of ten

piano tones or syllables presented isochronously and participants
were presented with a total of 80 sequences for each stimulus
(syllables versus piano tones). In 50% of the trials, the last piano
tone or syllable occurred early relative to the isochronous rhythm
of the preceding context. For syllables, the deviation was 28–34%
of the inter-onset interval, and for piano tone sequences, the
deviation was 12–18% of the inter-onset interval. These percen-
tages were obtained based on pilot testing aiming to reach a
similar mean performance in syllables and piano tones across
participants. The sequences were presented at fast and slow rates
corresponding to the rates used in the synchronization task. The
fast rates varied randomly across trials between 4.3 and 4.7 Hz in
steps of 2% and the slow rates, accordingly, between 1.92 and
2.08 Hz in steps of 2%.

The stimuli were presented in two blocks for each stimulus
type. The order of the stimulus blocks was randomized, as well as
the order of the stimuli within each stimulus block. Fast and slow
stimuli were presented randomly within each block. The
sequences were presented at a sound pressure level of ~70 dB
SPL. Prior to starting the first block of each stimulus type,
participants received a training including feedback to become
familiar with the stimuli.

Data analysis. The calculation of the phase-locking values (PLVs)
as well as the baseline correction were performed using Matlab
version 9.9.0.1592791 (R2020b). The statistical analyses were
performed using R version 4.0.5 running on RStudio version
1.4.1106. The analyses relied on the packages lme4 version 1.1-28,
lmerTest version 3.1-3, psych version 2.3.9, car version 3.1-0,
emmeans version 1.7.2, DHARMa version 0.4.6, effectsize version
0.8.6, performance version 0.10.5, MVN version 5.9. The plots
were created using ggplot2 version 3.4.4, sjPlot version 2.8.15 as
well as introdataviz version 0.0.0.9003.

Phase-locking value. In the synchronization task, the synchroni-
zation strength between the envelope of the acoustic signal and
the envelope of the motor output was measured using the PLV
between both signals (with 1 denoting strong synchronization
and 0 no synchronization). The PLV is calculated as described in
the equation:

PLV ¼ 1
T

∑
T

t¼1
ei θ1 tð Þ�θ2 tð Þð Þ

�
�
�
�

�
�
�
�

ð1Þ

Auditory-Motor Synchroniza�on Task

Piano Tones Syllables

~ 2 Hz (slow) 
~ 4.5 Hz (fast)

Finger-
tapping

Whispering

A

TEH TEH TEH …

we lo le kai do le  de …

Auditory Percep�on Task

Piano Tones Syllables

wa te kai le we wa ko we ko ra

Was there a temporal devia�on on the last tone or syllable?

~ 2 Hz (slow) 
~ 4.5 Hz (fast)

B

…

TEH TEH TEH …

…

…

Fig. 1 Procedure for Both Tasks. A Procedure for the synchronization task. All participants (n= 62) completed both motor effector conditions (tapping and
whispering) and all four stimulus x rate combinations in random order. Each articulator block started with a loudness adjustment where participants were
advised to adjust the loudness level until they were no longer able to hear their own whispering or tapping. The following block included priming and
synchronization sequences that were completed twice for each condition. B Procedure for the auditory perception task. Participants (n= 57) listened to
sequences of syllables and piano tones at fast and slow rates. In 50% of the sequences, the last syllable or piano tone was shifted to be presented earlier
and participants were asked to detect these temporal deviations.
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with t being the discretized time, T being the total number of
time points and θ1 and θ2 being the phase of the motor and the
auditory signal.

The acoustic and motor envelopes were computed using the
Neural Systems Laboratory (NSL) Auditory Model toolbox for
MATLAB (http://nsl.isr.umd.edu/downloads.html). To extract
the acoustic envelope, we applied cochlear filtering in parts of
the signal between 180 Hz and 7,246 Hz. Acoustic and motor
envelopes were resampled at 100 Hz and filtered depending on
the rate of the stimulus. For the fast sequences, filtering was
applied between 3.5 and 5.5 Hz, following the procedure reported
for the SSS test91,93. For the slow sequences, the envelopes were
filtered between 1.56 and 2.44 Hz. The phases were then extracted
from the envelopes using the Hilbert transform. The PLV was
calculated in windows of 5 seconds with 2 seconds overlap for the
fast conditions and in windows of 11 seconds and 4.5 seconds
overlap for the slow conditions. Therefore, we adjusted codes
provided by Lizcano-Cortés et al.93 available at https://doi.org/10.
5281/zenodo.6142988. The PLVs for one block were estimated by
averaging the PLVs for all time windows within this block.

PLV normalization. The tapping and the whispering signals dis-
played considerable differences in their acoustic properties such
as differences in their amplitude. Additionally, although all
sequences had the same number of cycles, the length of the fast
and slow sequences differed vastly, which could possibly have an
effect on the PLVs. To correct for these effects, we normalized the
PLVs with respect to a permutation distribution. The permuta-
tion distribution measure was estimated by partitioning the
acoustic envelope into 5 s windows for fast conditions and 11 s
windows for slow conditions, respectively. These segments were
then randomly shuffled and PLVs of the permutation distribution
were computed using the unshuffled motor stimulus and the
shuffled auditory stimulus. The baselined PLVs were finally
obtained by subtracting the PLVs of the permutation distribution
from the PLVs obtained using the unshuffled stimuli as explained
above. To retrieve one PLV for each condition and subject, the
PLVs from both synchronization trials were averaged.

Analyses for the synchronization task. To assess the influence of
stimulus, rate, and articulator on synchronization performance,
we applied a linear mixed model (LMM) with the PLV as the
dependent variable. The model included a random intercept for
participants to consider the 8 repeated measurements for every
subject. Additionally, we included characteristics of the motor
and acoustic envelopes. We hereby controlled for differences
between the recorded tapping and whispering signals (motor
envelope) and differences between the presented tone and sylla-
bles sequences (acoustic envelope). After calculating the absolute
fourier transform of the envelopes, we identified the peak
amplitude across all frequencies below 10 Hz as well as the width
of the amplitude peak for every trial using the Matlab function
“findpeaks”. The width of the strongest peak was calculated based
on the full-width half maximum. These two measures were
included in the potential predictors in the mixed effects model for
the synchronization task.

Predictors and random slopes were chosen by a forward
stepwise regression procedure using likelihood-ratio tests. A
criterion of α= 0.05 was applied to determine if predictors should
be included in the model. Potential predictors included the
articulator (tapping versus whispering), the stimulus type (tone
versus syllable), and the rate (fast versus slow), which were
manipulated within subjects. Approximated R2 -values were
calculated by the method suggested by Nakagawa and
Schielzeth101 yielding estimates for the explained variance when

only considering fixed effects (marginal R2) as well as when
considering fixed and random effects (conditional R2). Effect sizes
were obtained using the effectsize package in R102. The partial η2

estimates provide information on the amount of evidence
explained by each factor. Degrees of freedom were approximated
using the Kenward-Roger method103.

The final linear mixed effects model configuration for the
synchronization task included the predictors tempo, articulator,
and stimulus. Additionally, the two-way interaction between rate
and articulator explained additional variance and was thus
included in the final model configuration. Furthermore, the
width of the peaks in the motor envelopes was included in the
synchronization model. The characteristics of the acoustic
envelope did not explain a significant share of variance and were
therefore not included in the model. We added a random slope
for the rate. No further random slopes were added into the model,
as adding further random slopes led to the fit being singular. The
approximate R2 revealed an explained variance of R2 ¼ 46.5%
when only considering the fixed effects. When additionally
considering the random effects, the explained variance increased
to R2 ¼71.6%. We calculated post-hoc pairwise comparisons
using the R package emmeans104. For the post-hoc pairwise
comparisons, Kenward-Roger approximation was used for
approximating the degrees of freedom and p values were adjusted
for multiple comparisons using the Tukey method. The resulting
residuals met the normality assumption based on visual
inspection and based on the Shapiro-Wilk normality test
(W= 0.997, p= 0.56). We revealed a null result in one post-
hoc comparison concerning the difference between tapping and
whispering at fast rates. Therefore, we calculated a Bayes factor
(BF01) for a Bayesian paired samples t-test using the software
JASP using a Cauchy prior distribution with r= 1=

ffiffiffi
2

p
105. To

investigate the power of this analysis, we conducted post-hoc
design calculations based on Monte Carlo simulations using the R
package BFDA106.

In order to access the structure of dependencies between
conditions in synchronization ability, we conducted a PCA using
the psych package running on R. The PCA aimed at summarizing
the information from the individual normalized PLVs in all eight
synchronization conditions in a small number of principal
components while retaining a sufficiently high share of the
variance in synchronization performance. These components
result from linear combinations of the observed variables (i.e., the
PLVs of each participant in the eight synchronization conditions).
We chose to extract 3 principal components. The number of
components was chosen based on the Kaiser-Guttman criterion
as well as on the visual inspection of the scree plot. According to
the Kaiser-Guttman criterion, all components that display eigen
values exceeding 1 are selected107,108. The extracted components
explain a share of 70% of the variance, which conforms with
commonly used criteria for the amount of retained variance109.
The components were rotated orthogonally using varimax
rotation to improve the interpretability of the components. The
data met assumptions of multivariate normality based on a
Henze-Zirkler test for multivariate normality (HZ= 0.95,
p= 0.35). This implies that the extracted components can be
regarded as uncorrelated and independent110. Based on the
pattern of loadings (i.e., reflecting correlations) of the synchro-
nization conditions on the rotated components, component labels
were assigned. Component labels denote the synchronization
conditions that showed the highest loading and therefore are
simplifications of the complex dependencies.

Analyses for the auditory perception task. To assess the influence
of the rate and the stimulus category (syllables versus piano
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tones) on perception performance, we applied a generalized linear
mixed model (GLMM) with the accuracy in every trial as the
dependent variable. Additionally, characteristics of the acoustic
envelopes were included as potential predictors for perception
performance. These characteristics were calculated analogously to
the amplitude and widths used in the synchronization task.

Predictors were chosen using a forward stepwise regression
procedure using likelihood-ratio tests. A criterion of α= 0.05 was
applied to determine if predictors should be included in the
model. Potential predictors included the stimulus category (tone
versus syllable) and time scale (fast versus slow) which were
manipulated on the item level, i.e., within subjects and between
items. Additionally, since we expected the synchronization
performance to influence the perception performance, we
included the principal components from the PCA analysis of
the synchronization data as potential predictors on the subject
level. We chose to include the principal components instead of
the eight PLVs as predictors of the performance to avoid
multicollinearity in the regression model due to medium to high
correlations between the PLVs in several conditions. Finally, the
relevance of interactions between all predictors was determined
by the stepwise regression procedure.

The model included random intercepts for subject and
stimulus to take the hierarchical structure of the data into
account. The recommendations by Barr et al.111 suggest that
random slopes should be included on the subject level for within-
subject predictors with several observations and their interac-
tions. Therefore, we added random slopes for the item-level
predictors rate and stimulus type and their interaction on the
subject level and tested them using the stepwise regression
procedure. Approximated R2-values were calculated by the
method suggested by Nakagawa and Schielzeth101. Effect sizes
were calculated using the odds ratios of the parameters obtained
in the logistic mixed effects model.

The final model configuration revealed by the stepwise
regression procedure included rate and stimulus category as
predictors on the trial level, as well as their interaction. The width
of the peaks in the acoustic envelopes explained a sufficient share
of incremental variance and was therefore included in the model.
Additionally, the PCA components 1 (fast component) and 3
(slow tapping component) were included in the model. No
interactions between rate or stimulus and the synchronization
components or their three-way interactions explained additional
variance (all p > 0.05). Additionally, including PCA component 2
(slow whispering component) did not yield an improved model
fit (X2ð1Þ= 1.18, p= 0.28). The model included random slopes
on the subject level for rate, stimulus, as well as their interaction.
When only considering the fixed effects, the model accounted
only for a small amount of variance in accuracy (R2= 7.7%).
When additionally considering the variance explained by the
random effects, the explained variance increased to R2= 24.2%.
We calculated post-hoc pairwise comparisons using the R

package emmeans104. For the post-hoc pairwise comparisons,
p values were adjusted for multiple comparisons using the Tukey
method. Model diagnostics concerning the distribution of the
residuals were conducted using the DHARMa package112, which
revealed no significant deviation of the distribution of the
observed residuals from the expected distribution.

Reporting summary. Further information on research design is
available in the Nature Portfolio Reporting Summary linked to
this article.

Results
We first report the results for the synchronization task (N= 62)
resulting from the linear mixed model predicting synchronization
performance from the rate, the motor effector (whispering versus
tapping), and the stimulus type. Additionally, we describe the
results from the principal component analysis of the synchroni-
zation task. Finally, we report the results for the perception task,
where we used a generalized linear mixed effects model to predict
the accuracy from the rate and the stimulus type (syllables versus
piano tones), as well as the principal components from the
synchronization task.

Effector-specific differences in synchronization. Results for the
LMM predicting synchronization performance from rate, motor
effector, and stimulus type are displayed in Table 1. The LMM
revealed significant main effects of rate and stimulus type, as well
as a two-way interaction between rate and motor effector.
Additionally, the model included a random intercept for parti-
cipant as well as a random slope for rate. As we were interested in
endogenous rhythmic timing mechanisms that are not reflecting
processing advantages related to acoustic signal differences, we
controlled for acoustic envelope characteristics in the model. We
therefore added characteristics of the envelope of the speech and
music signal (acoustic envelope) and of the envelope of the
recorded whispering and tapping signal (motor envelope) as
predictors. Characteristics of the acoustic envelope provide cru-
cial landmarks for the neural tracking of speech and
music18,20,113, and may contribute to the perception of stimuli as
speech or music114,115 (preprint:77,116). The recorded whispering
and tapping signals (motor envelope) might differ and confound
the synchronization measure. The step-wise regression procedure
revealed that only the motor envelope characteristics significantly
improved the model fit and thus explained variance in synchro-
nization performance. The acoustic envelope characteristics were
therefore not included in the model. Descriptively, the motor
envelope peak width was larger for tapping compared to whis-
pering and for slow rates compared to fast rates. A larger
envelope peak width was related to higher synchronization per-
formance (Estimate (443.91) = 0.03, p < 0.001, Partial η2= 0.05,
95%CI = [0.02, 0.04]), which indicates an improved synchroni-
zation to the accelerating rhythmic structure.

Table 1 Results of the linear mixed effects model for the synchronization task

Effect Estimate 95%CI Partial η2 df P value

Intercept 0.14 [0.11, 0.17] – 87.04 <0.001 **
Rate (slow) 0.22 [0.19, 0.25] 0.74 112.56 <0.001 **
Motor effector (whisper) 0.01 [−0.01, 0.03] 0.06 368.49 0.4329
Stimulus (tones) 0.06 [0.04, 0.07] 0.14 371.73 <0.001 **
Rate ×motor effector −0.09 [−0.12, −0.06] 0.10 372.46 <0.001 **
Motor envelope width 0.03 [0.02, 0.04] 0.05 443.91 <0.001 **

N= 62 participants
**p < 0.01
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Synchronization was better when synchronizing to piano tones
than to syllables (Estimate(371.65)= 0.06, p < 0.001, Partial
η2= 0.14, 95%CI = [0.07, 0.09]). Post-hoc comparisons revealed
that subjects generally synchronized better at slow rates than at
fast rates (Contrast fast versus slow (tapping): Estimate(113)=
−0.22, p < 0.001, Cohen’s d=−2.68, 95%CI = [−0.25, −0.19],
Contrast fast versus slow (whispering): Estimate(105)=−0.12,
p < 0.001), Cohen’s d=−1.53, 95%CI = [−0.15, −0.09]),
indicating that synchronizing was easier at slow rates irrespective
of the domain. Subjects synchronized better when tapping than
when whispering, but only at slow rates (Contrast tapping versus
whispering (slow): Estimate(383)= 0.09, p < 0.001, Cohen’s
d= 1.05, 95%CI = [0.06, 0.11]). In contrast, we observed no
significant differences between tapping and whispering at fast
rates (Contrast tapping versus whispering (fast): estimate(369)=
−0.01, p= 0.432, Cohen’s d=−0.10, 95%CI = [−0.03, 0.01]). To
support this result, we calculated a Bayes factor (BF01) for a
Bayesian paired samples t-test. The Bayes factor reflects the
probability of the data under H0 relative to H1117. In this case,
H0 reflected no difference between the conditions, whereas H1
reflected a difference between tapping and whispering at fast
rates. The resulting Bayes factor was BF01= 9.41, which indicates
that the data were 9.41 times more likely under H0 than under
H1. Heuristically, this can be classified as moderate evidence for
H0 over H1117. The posterior distribution had a median of
Md= 0.031, 95%CI= [−0.142, 0.205]. The Bayes factor seemed
to be moderately sensitive to the prior width, ranging from about
7 to 19 across a wide range of prior widths. An annotated .jasp file
including the data, the input choices, and the results is available at
https://osf.io/9qthr/. Post-hoc design calculations based on Monte
Carlo simulations revealed that a paired, two-sided t-test with the
available sample size of n= 62 would have provided moderate
evidence (BF10 > 6) for H1 for an effect size of 1.05 in 100% of the
simulations. This effect size was observed for the contrast
between tapping and whispering at slow rates. Therefore, it can
be assumed that the study was sufficiently powered to detect
effects in this range. Using an effect size of 0.5, we revealed that
our study would have provided moderate evidence for H1
(BF10 > 6) in 84.7% of the stimulations and inconclusive evidence
in the remaining 15.3% of the simulations. For small effect sizes
approximating 0.2, only 10.5% of the simulations revealed
moderate evidence for H1. Therefore, our study does not seem
to be sufficiently powered to detect effect sizes in this range.

The interaction is illustrated in Fig. 2 and in supplementary
Fig. 1. Although synchronization was generally enhanced at slow
time scales, there seem to be motor effector-specific factors
contributing to distinct performance profiles in speech and music.
Crucially, tapping synchronization was only advantaged com-
pared with whispering at slow rates, which is consistent with
research indicating that the music production system is optimized
at slower rates than the speech production system13.

Three distinct factors explaining synchronization performance.
The PCA of the synchronization data revealed 3 components with
Eigenvalues above or at 1. The scree plot of the analysis is dis-
played in Fig. 3A. Following the Kaiser-Guttman criterion107,108,
we chose to focus on the 3 first components. The loadings of each
synchronization condition on the 3 first components are shown
in Fig. 3B.

Although labeling the components remains tentative, it can be
concluded that component 1 (fast component) captures variance
associated with all fast conditions. Thus, participants who
synchronized well to fast sequences when tapping synchronized
well to fast sequences when whispering, irrespective of the
stimulus. Component 2 was mainly related to the slow whispering
conditions (slow whispering component) while component 3
captured slow tapping (slow tapping component). Thus,
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Fig. 2 Interaction between rate and motor effector in the
synchronization task. Linear mixed model estimates for the normalized
phase locking values (PLVs) and their distributions for tapping
(blue triangles, solid lines) and whispering (red circles, dashed lines). The
boxes display the median along with the inter-quartile range. The whiskers
extend to data points within 1.5 times the inter-quartile range. Each
individual point shows the model estimate for one participant (n= 62). The
lines show the estimates of the random slope for the rate. **p < 0.01.

Fig. 3 Results of the principal component analysis of the
synchronization data. A Scree Plot. B Loadings of all Variables on the 3
Principal Components. Loadings for the tapping conditions are displayed in
blue (dark blue for tapping to syllables, light blue for tapping to tones) and
loadings for the whispering conditions are displayed in red (dark red for
whispering to syllables, light red for whispering to tones). The PCA is based
on n= 62.
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participants who synchronized well to slow sequences when
whispering did not necessarily synchronize well to slow sequences
when tapping. To summarize, the PCA results indicate that there
exists a motor effector general synchronization factor at fast rates,
while synchronization performance at slow rates seems to be
driven by motor effector specific influences. It should however be
noted that this conclusion is tentative given the small eigen values
for components 2 and 3.

Superior perception at domain-specific rates. Table 2 provides a
summary of the results for the GLMM for the auditory perception
task. The results revealed a significant interaction between rate
and stimulus as well as a fixed effect of stimulus. The interaction
as well as the slopes and intercepts for the individual participants
are visualized in Fig. 4. We conducted pairwise post-hoc com-
parisons to determine the direction of the interaction. As

predicted by our hypothesis, we found that syllable perception
was superior compared to tone perception at fast rates (Contrast
syllables versus tones (fast rates): Estimate = 0.65, p < 0.001,
Cohen’s d= 7.98, 95%CI = [0.40, 0.90]) whereas at slow rates,
tone perception was superior compared to syllable perception
(Contrast syllables versus tones (slow rates): Estimate=−0.65,
p < 0.001, Cohen’s d=−7.96, 95%CI = [−0.95, −0.34]). These
strong effects suggest that speech and music perception seem to
activate rate-specific processes with the rate preferences matching
the dominant rates in the motor domain.

The results additionally revealed a significant effect of the
width of the peaks of the acoustic stimulus envelope on
perception performance (Estimate=−0.20, p < 0.001, OR= 0.82,
95%CI = [−0.28, −0.13]). Thus, characteristics of the stimulus
envelope influenced perception performance, with a smaller peak
width being related to higher performance. Descriptively, the
peak widths were larger for the syllable sequences than for the
piano tone sequences, which could be expected given the acoustic
characteristics of piano tones compared to syllables. All other
effects persisted after controlling for the acoustic envelope
characteristics. Therefore, the rate-specific effects on speech and
music perception do not seem to reflect performance differences
due to acoustic characteristics of the envelope.

Synchronization performance influences perception perfor-
mance. As expected, the GLMM additionally revealed significant
fixed effects of the fast synchronization component (Estimate =
0.36, p < 0.001, OR= 1.43, 95%CI = [0.20, 0.51]) and the slow
tapping component (Estimate = 0.22, p= 0.005, OR= 1.24, 95%
CI = [0.07, 0.37]) indicating that perception performance was
positively influenced by synchronization performance. That
means that a better synchronization performance, as defined by a
higher PLV, predicted higher auditory perception performance.
This suggests a link between motor and perceptual performance
and is consistent with previous work emphasizing the importance
of motor contributions to perceptual performance in the auditory
domain. The slow whispering component did not explain a sig-
nificant share of variance in the step-wise regression procedure
and it was therefore not included in the model.

Control of potential confounds. To ensure that the effects
revealed by our analyses are not merely an artifact of character-
istics of the stimuli, the experimental procedure, or further

Table 2 Results of the generalized linear mixed model for the perception task

Fixed effects Estimate 95%CI Odds Ratio P value

Intercept 1.92 [1.70, 2.14] 6.80 <0.001 **
Rate (slow) −0.23 [−0.50, 0.04] 0.79 0.089
Stimulus (tones) −0.65 [−0.90, −0.40] 0.52 <0.001 **
Rate × stimulus 1.29 [0.86, 1.73] 3.64 <0.001 **
Acoustic envelope width −0.20 [−0.28, −0.13] 0.82 <0.001 **
Fast component 0.36 [0.20, 0.51] 1.43 <0.001 **
Slow tapping component 0.22 [0.07, 0.37] 1.24 0.005 **

Random effects Variance SD Correlation

Participant level
Intercept 0.32 0.57 – – –
Tempo (slow) 0.56 0.75 −0.48 – –
Stimulus (tones) 0.43 0.66 −0.53 0.77 –
Tempo × stimulus 1.79 1.34 0.66 −0.80 −0.86
Stimulus level
Intercept 0.18 0.43

N= 57 participants
**p < 0.01

** **
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Fig. 4 Interaction between tempo and stimulus in the perception task.
Logistic mixed effects model estimates for perception accuracy for tones
(blue triangles, solid lines) and syllables (red circles, dashed lines). The
highlighted lines show the parameter estimates across participants. The
transparent lines show the accuracy estimates as well as the slope
estimates for each participant (n= 57) when allowing for random slopes.
The error bars show the 95% confidence intervals around the model
estimates. **p < 0.01.
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confounding factors, we conducted a series of control analyses.
The control analyses suggest that the synchronization perfor-
mance is not influenced by the order of the experimental con-
ditions, indicating that no practice or fatigue effects were
significantly affecting the synchronization performance (see
supplementary table 1). Additionally, we revealed that self-
reported musical sophistication influenced synchronization per-
formance, but all other effects remained constant when control-
ling for musical sophistication (see supplementary table 2).
Musical sophistication was correlated with the fast component
and the slow whispering component (see supplementary note 1).
However, performance in the synchronization task, as reflected in
the PCA components, predicted perception accuracy beyond
effects of musical sophistication (see supplementary table 3).

Discussion
Speech and music display similarities but also characteristic dif-
ferences in their temporal structure. Yet, it is unclear whether
distinct rhythmic timing mechanisms are recruited in the speech
and in the music domain. The results presented here provide
insights into rate-specific processing for perception and syn-
chronization in both domains. In an auditory perception task,
duration discrimination in piano tone sequences was highest at
slower rates of around 2 Hz, whereas it was highest at faster rates
around 4.5 Hz for syllable sequences. These time scales corre-
spond to the previously described dominant acoustic rhythms for
produced music and speech, respectively. Regarding the auditory-
motor synchronization task, the picture was more complex. We
observed that synchronization was overall better at slower rates
when compared with faster rates. Crucially, the synchronization
performance for the different motor effectors associated with
speech and music varied depending on the rate. At slow rates,
finger-tapping synchronization was better compared to whisper-
ing synchronization and synchronization was related to two
independent components. In contrast, at fast rates, no differences
between finger-tapping and whispering synchronization perfor-
mance were observed, which were related to one component
reflecting dependent processes. This suggests partially distinct
rate-specific processes, with independent rhythmic timing
mechanisms for different motor effectors at slow but not at
fast rates.

The perception task clearly indicates that the perception of
syllable and piano tone sequences shows highest performance at
different time scales (Fig. 4). The detection of small temporal
deviations in syllable sequences was superior at faster rates of
around 4.5 Hz. In contrast, deviations in piano tone sequences
were detected better at slower rates around 2 Hz. The findings are
consistent with previous research indicating that produced speech
signals exhibit dominant temporal modulations at faster rates
than music signals13,15,118 and that these rates are reflected in
optimal perception performance14,27,60,64,66. A possible inter-
pretation is that speech and music signals activate cortical
rhythmic timing circuits with different optimal rates, resulting in
better processing at these rates. On the neural level, such optimal
processing rates have been related to preferred auditory and
motor cortex brain rhythms in the same frequency range16,31.
Syllable processing has been particularly linked to faster theta
brain rhythms in the auditory cortex16,20,39,42 and speech motor
areas (inferior frontal gyrus)42,91,119, and musical beat processing
to slower delta brain rhythms in the supplementary motor
area17,51,53,54.

The results of the production-perception synchronization task
only partially support our hypothesis concerning different opti-
mal time scales in music and speech processing (Fig. 2). The
overall advantage of slow time scales (mixed effects model)

suggests that synchronization was highest around 2 Hz irrespec-
tive of the involved motor effector system or domain. This is
consistent with behavioral findings indicating spontaneous pro-
duction rates for finger-tapping or marching around
1–2 Hz60,82,83,85–87,120, and neural findings that suggest slow
delta brain rhythms in the motor cortex constrain rhythmic
motor timing and render it optimal at these rates29,31. Addi-
tionally, the interaction between rate and motor effector reveals
that, at 2 Hz, synchronization performance was better for tapping
compared to whispering, whereas performance did not differ at
4.5 Hz. Partially in line with our hypothesis, this might suggest
that motor effectors typically associated with music (i.e., the
fingers) recruit rhythmic motor timing that is optimal at slow
rates. Although synchronization performance for motor effectors
associated with speech (i.e., mouth and vocal cord) remains
challenging at fast rates, finger-tapping synchronization showed
no advantage compared to whispering at fast rates. Alternatively,
the observed effects could result from peripheral constraints for
fast finger movements. The advantage of finger-tapping com-
pared to whispering might be only present at slow but not at fast
rates because of constraints that reduce the accuracy of syn-
chronized finger-tapping at fast rates. However, peripheral con-
straints cannot account for our findings in the perception task in
which no overt production was required. We therefore suggest
that the findings reflect the recruitment of higher-level rhythmic
motor timing in speech and music rather than, or in addition to,
differences in peripheral muscle movements. Despite their high
significance, it should be noted that the magnitude of the effects
in the synchronization task was rather small. Additionally, the
results did not reveal any interaction between stimulus type and
the motor effector or the rate, which we expected based on the
close association of stimulus types and motor effectors. Interest-
ingly, we show the expected interaction of stimulus type and rate
in the perception task, indicating that the syllable and piano tone
sequences did indeed activate the respective rhythmic timing
mechanisms. A possibility is that the fixed effect of the stimulus
type dominated in the synchronization task, as synchronization
performance was overall higher for piano tones compared to
syllables across conditions. In the perception task, we controlled
for an overall effect of stimulus type by matching the task diffi-
culty across conditions.

The PCA results provide further insights by indicating that
domain-specific processes, with independent patterns for the
different motor effectors, are operating at slow time scales
(Fig. 3). Although the results from the mixed effects model
indicate that overall synchronization was better at slow rates, the
PCA revealed no evidence that this reflects domain-general
processes shared across motor effectors. Visual inspection of the
mixed model predictions (Fig. 2) shows tight non-overlapping
distributions for the synchronization of finger-tapping and
whispering at slow rates. In contrast, the distributions were
overlapping at fast rates. Accordingly, at fast rates, individuals
with better whispering synchronization performance also showed
better finger-tapping performance, resulting in one PCA com-
ponent. This tentatively suggests that there exist domain-general
influences that drive synchronization ability at fast rates. Our
findings are in line with a very recent study that compared
clapping and whispering synchronization at fast rates around
4.5 Hz and found similar performance across motor effectors84.
Furthermore, a common mechanism for the neural tracking of
speech and music at faster rates has been suggested (with other
findings of this study, however, being in contrast to ours and
direct comparisons being hindered because of broader frequency
ranges and other methodological differences)76. Vocal music may
provide an interesting case for future research. Speech and song
overlap with regard to their motor effectors, while song shows
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acoustic characteristics similar to that of non-vocal music114,115,
(preprint:116). This has been related to a different engagement of
the motor effectors. Therefore, we expect singing synchronization
to recruit rhythmic motor timing associated with the music
domain that is optimal at slow time scales. To summarize, our
findings from the synchronization task provide support for dis-
tinct rhythmic motor timing across motor effectors associated
with speech and music processing at slow rates and overlapping
mechanisms at fast rates. Previously, the behavioral performance
in speech perception-production synchronization at about 4.5 Hz
has been shown to correlate with the functional and structural
auditory-motor cortex coupling strength91. Our findings suggest
several distinct cortical coupling mechanisms, that is, auditory-
motor coupling at about 4.5 Hz is expected to be independent of
that at 2 Hz, while the latter can be assumed to differ for different
motor effectors. Studies using electrophysiological measures may
be able to test this prediction and further enlighten the neural
substrates underlying the rate restrictions observed in our beha-
vioral protocol

The overall perception performance across rates was most
strongly predicted by the synchronization ability at fast time
scales (fast PCA component). This is consistent with previous
studies that associated high synchronization performance in the
SSS test with increased syllable discrimination performance at fast
and slow rates90 (however, see ref. 94). Additionally, performance
in the slow tapping conditions (slow tapping PCA component)
was predictive of perception performance across rates and
modalities, while the performance in the slow whispering con-
ditions (slow whispering component) was not predictive of the
perception performance. Interestingly, we found that only the fast
synchronization PCA component – that generalized across motor
effectors – was highly correlated with musical sophistication
(supplementary note 1). Thus, musical training might relate to
the common influence driving synchronization ability at fast rates
independent of the motor effector system. This is consistent with
previous results indicating an association between musical
sophistication and synchronization at fast rates in the speech
domain91,121.

Limitations. Our study has a limited scope in stimulus material
and motor effector choice (i.e., syllable and piano tone sequences
instead of natural speech and music and whispering and finger-
tapping instead of natural speech and music production). How-
ever, the benefit is that our speech and music conditions are well-
matched acoustically, and we show that our results are not merely
caused by differences in the acoustics. We refrained from using
more complex stimulus material in order to enable a close
matching of the syllable and piano tone sequences. However,
investigating how additional contextual information affects
optimal processing rates in perception and production requires
future research. Additionally, a potential limitation of our work is
the use of whispering instead of natural speaking in the syn-
chronization task. The rationale behind this decision – following
the protocols of the SSS test91,93 – was that auditory feedback
from one’s own speech production was minimized by the low
tone of voice. As whispering involves the mouth and vocal cords
in a very similar manner as speaking (while the vocal cords are
not vibrating), we would not expect differences in motor effector
associated rhythmic timing91. Findings from the perception task,
in which spoken syllables (no whispering) were used, are in line
with this assumption. Our findings do not aim to speak towards
the minimal acoustic features that are required to elicit speech or
music-specific processing, which have been researched
elsewhere114,115,122, (preprint:77,116). Concerning the absence of a
difference between tapping and whispering at fast rates in the

synchronization task, we observed that the study was not suffi-
ciently powered to detect small effect sizes based on post-hoc
Monte Carlo simulations. However, given all other effect sizes in
the post-hoc comparisons in our study were large, we do not
assume that these small effect sizes are theoretically meaningful in
our domain.

In conclusion, we show that discrimination of temporal
deviants versus regular occurrences at faster rates was better in
syllable sequences compared to tone sequences and the opposite
was the case for slower rates. Our analysis of auditory-motor
synchronization revealed that although performance was overall
higher at slow rates, synchronization at slow rates was related to
independent principal components for different motor effectors
associated with speech and music. In contrast, synchronization at
fast rates was correlated across motor effectors of the speech and
music domain. This suggests partially distinct and partially
overlapping rhythmic timing mechanisms - associated with the
motor effectors - seem to be involved in music and speech
processing.

Data availability
The anonymized data including responses in the perception task as well as questionnaire
responses have been deposited at https://osf.io/9qthr/. Additionally, the repository
contains the baseline corrected PLVs. Raw audio recordings cannot be provided for data
protection reasons, instead we provide them as processed data (i.e., envelopes).

Code availability
The custom analysis code used to conduct the analysis is available at: https://osf.io/9qthr/.
The analyses were conducted using MATLAB version R2020b and R version 4.0.5 running
in R studio version 2023.09.1+ 494.

Received: 4 February 2023; Accepted: 19 December 2023;

References
1. Peretz, I., Vuvan, D., Lagrois, M.-É. & Armony, J. L. Neural overlap in

processing music and speech. Philos. Trans. R. Soc. B: Biol. Sci. 370, 20140090
(2015).

2. Sammler, D. Splitting speech and music. Science 367, 974–976 (2020).
3. Fadiga, L., Craighero, L. & D’Ausilio, A. Broca’s area in language, action, and

music. Ann. N. Y. Acad. Sci. 1169, 448–458 (2009).
4. LaCroix, A., Diaz, A. & Rogalsky, C. The relationship between the neural

computations for speech and music perception is context-dependent: an
activation likelihood estimate study. Front. Psychol. https://doi.org/10.3389/
fpsyg.2015.01138 (2015).

5. Du, Y. & Zatorre, R. J. Musical training sharpens and bonds ears and
tongue to hear speech better. Proc. Natl Acad. Sci. USA 114, 13579–13584
(2017).

6. Koelsch, S. Toward a neural basis of music perception – a review and updated
model. Front. Psychol. https://doi.org/10.3389/fpsyg.2011.00110 (2011).

7. Patel, A. D. Can nonlinguistic musical training change the way the brain
processes speech? The expanded OPERA hypothesis. Hear. Res. 308, 98–108
(2014).

8. Abrams, D. A. et al. Decoding temporal structure in music and speech relies
on shared brain resources but elicits different fine-scale spatial patterns. Cereb.
Cortex 21, 1507–1518 (2011).

9. Albouy, P., Benjamin, L., Morillon, B. & Zatorre, R. J. Distinct sensitivity to
spectrotemporal modulation supports brain asymmetry for speech and
melody. Science 367, 1043–1047 (2020).

10. Merrill, J. et al. Perception of words and pitch patterns in song and speech.
Front. Psychol. https://doi.org/10.3389/fpsyg.2012.00076 (2012).

11. Rogalsky, C., Rong, F., Saberi, K. & Hickok, G. Functional anatomy of
language and music perception: temporal and structural factors
investigated using functional magnetic resonance imaging. J. Neurosci. 31,
3843 (2011).

12. Kotz, S. A., Ravignani, A. & Fitch, W. T. The evolution of rhythm processing.
Trends Cogn. Sci. 22, 896–910 (2018).

ARTICLE COMMUNICATIONS PSYCHOLOGY | https://doi.org/10.1038/s44271-023-00053-6

10 COMMUNICATIONS PSYCHOLOGY |             (2024) 2:2 | https://doi.org/10.1038/s44271-023-00053-6 |www.nature.com/commspsychol

https://osf.io/9qthr/
https://osf.io/9qthr/
https://doi.org/10.3389/fpsyg.2015.01138
https://doi.org/10.3389/fpsyg.2015.01138
https://doi.org/10.3389/fpsyg.2011.00110
https://doi.org/10.3389/fpsyg.2012.00076
www.nature.com/commspsychol


13. Ding, N. et al. Temporal modulations in speech and music. Neurosci.
Biobehav. Rev. 81, 181–187 (2017).

14. Farbood, M. M., Marcus, G. & Poeppel, D. Temporal dynamics and the
identification of musical key. J Exp Psychol Hum Percept Perform. 39, 911–918
(2013).

15. Zhang, Y., Zou, J. & Ding, N. Acoustic correlates of the syllabic rhythm of
speech: Modulation spectrum or local features of the temporal envelope.
Neurosci. Biobehav. Rev. 147, 105111 (2023).

16. Assaneo, M. F. & Poeppel, D. The coupling between auditory and motor
cortices is rate-restricted: Evidence for an intrinsic speech-motor rhythm. Sci.
Adv. 4, eaao3842 (2018).

17. Cannon, J. J. & Patel, A. D. How beat perception co-opts motor
neurophysiology. Trends Cogn. Sci. 25, 137–150 (2021).

18. Doelling, K. B. & Poeppel, D. Cortical entrainment to music and its
modulation by expertise. Proc. Natl Acad. Sci. USA 112, E6233–E6242 (2015).

19. Ding, N. & Simon, J. Z. Cortical entrainment to continuous speech: functional
roles and interpretations. Front. Hum. Neurosci. https://doi.org/10.3389/
fnhum.2014.00311 (2014).

20. Giraud, A.-L. & Poeppel, D. Cortical oscillations and speech processing:
emerging computational principles and operations. Nat. Neurosci. 15,
511–517 (2012).

21. Large, E. W. & Jones, M. R. The dynamics of attending: How people track
time-varying events. Psychol. Rev. 106, 119 (1999).

22. Rimmele, J. M., Morillon, B., Poeppel, D. & Arnal, L. H. Proactive sensing of
periodic and aperiodic auditory patterns. Trends Cogn. Sci. 22, 870–882
(2018).

23. Haegens, S. & Zion Golumbic, E. Rhythmic facilitation of sensory processing:
A critical review. Neurosci. Biobehav. Rev. 86, 150–165 (2018).

24. Henry, M. J. & Obleser, J. Frequency modulation entrains slow neural
oscillations and optimizes human listening behavior. Proc. Natl Acad. Sci. USA
109, 20095–20100 (2012).

25. Ghitza, O. Linking speech perception and neurophysiology: speech decoding
guided by cascaded oscillators locked to the input rhythm. Front. Psychol.
https://doi.org/10.3389/fpsyg.2011.00130 (2011).

26. Keitel, A. & Gross, J. Individual human brain areas can be identified from
their characteristic spectral activation fingerprints. PLoS Biol. 14, e1002498
(2016).

27. Lubinus, C., Keitel, A., Obleser, J., Poeppel, D. & Rimmele, J. M. Explaining
flexible continuous speech comprehension from individual motor rhythms.
Proc. R. Soc. B: Biol. Sci. 290, 20222410 (2023).

28. Giraud, A.-L. et al. Endogenous cortical rhythms determine cerebral
specialization for speech perception and production. Neuron 56, 1127–1134
(2007).

29. Morillon, B. & Baillet, S. Motor origin of temporal predictions in auditory
attention. Proc. Natl Acad. Sci. USA 114, E8913–E8921 (2017).

30. Lakatos, P. et al. An oscillatory hierarchy controlling neuronal excitability and
stimulus processing in the auditory cortex. J. Neurophysiol. 94, 1904–1911
(2005).

31. Morillon, B., Arnal, L. H., Schroeder, C. E. & Keitel, A. Prominence of delta
oscillatory rhythms in the motor cortex and their relevance for auditory and
speech perception. Neurosci. Biobehav. Rev. 107, 136–142 (2019).

32. Ghazanfar, A. A. & Takahashi, D. Y. The evolution of speech: vision, rhythm,
cooperation. Trends Cogn. Sci. 18, 543–553 (2014).

33. Ding, N., Melloni, L., Zhang, H., Tian, X. & Poeppel, D. Cortical tracking of
hierarchical linguistic structures in connected speech. Nat. Neurosci. 19,
158–164 (2016).

34. Keitel, A., Gross, J. & Kayser, C. Perceptually relevant speech tracking in
auditory and motor cortex reflects distinct linguistic features. PLoS Biol. 16,
e2004473 (2018).

35. Kösem, A. et al. Neural entrainment determines the words we hear. Curr. Biol.
28, 2867–2875.e2863 (2018).

36. Tierney, A. & Kraus, N. Neural entrainment to the rhythmic structure of
music. J. Cognit. Neurosci. 27, 400–408 (2015).

37. Tal, I. et al. Neural entrainment to the beat: the “missing-pulse” phenomenon.
J. Neurosci. 37, 6331 (2017).

38. Di Liberto, G. M., Pelofi, C., Shamma, S. & de Cheveigné, A. Musical expertise
enhances the cortical tracking of the acoustic envelope during naturalistic
music listening. Acoust. Sci. Technol. 41, 361–364 (2020).

39. Doelling, K. B., Arnal, L. H., Ghitza, O. & Poeppel, D. Acoustic landmarks
drive delta–theta oscillations to enable speech comprehension by facilitating
perceptual parsing. NeuroImage 85, 761–768 (2014).

40. Teng, X., Larrouy-Maestri, P. & Poeppel, D. Segmenting and predicting
musical phrase structure exploits neural gain modulation and phase
precession. bioRxiv https://doi.org/10.1101/2021.07.15.452556 (2021).

41. Morillon, B., Hackett, T. A., Kajikawa, Y. & Schroeder, C. E. Predictive motor
control of sensory dynamics in auditory active sensing. Curr. Opin. Neurobiol.
31, 230–238 (2015).

42. Poeppel, D. & Assaneo, M. F. Speech rhythms and their neural foundations.
Nat. Rev. Neurosci. 21, 322–334 (2020).

43. Wilson, S. M., Saygin, A. P., Sereno, M. I. & Iacoboni, M. Listening to speech
activates motor areas involved in speech production. Nat. Neurosci. 7,
701–702 (2004).

44. Watkins, K. E., Strafella, A. P. & Paus, T. Seeing and hearing speech excites the
motor system involved in speech production. Neuropsychologia 41, 989–994
(2003).

45. Fujioka, T., Ross, B. & Trainor, L. J. Beta-band oscillations represent auditory
beat and its metrical hierarchy in perception and imagery. J. Neurosci. 35,
15187–15198 (2015).

46. Lahav, A., Saltzman, E. & Schlaug, G. Action representation of sound:
audiomotor recognition network while listening to newly acquired actions. J.
Neurosci. 27, 308 (2007).

47. Choi, D., Dehaene-Lambertz, G., Peña, M. & Werker, J. F. Neural indicators of
articulator-specific sensorimotor influences on infant speech perception. Proc.
Natl Acad. Sci. USA 118, e2025043118 (2021).

48. Du, Y., Buchsbaum, B. R., Grady, C. L. & Alain, C. Noise differentially impacts
phoneme representations in the auditory and speech motor systems. Proc.
Natl Acad. Sci. USA 111, 7126–7131 (2014).

49. Rogalsky, C. et al. The neuroanatomy of speech processing: a large-scale lesion
study. J. Cognit. Neurosc. 34, 1355–1375 (2022).

50. Morillon, B. & Schroeder, C. E. Neuronal oscillations as a mechanistic
substrate of auditory temporal prediction. Annals of the New York Academy of
Sciences 1337, 26–31 (2015).

51. Teki, S., Grube, M., Kumar, S. & Griffiths, T. D. Distinct Neural Substrates of
Duration-Based and Beat-Based Auditory Timing. The Journal of Neuroscience
31, 3805–3812 (2011).

52. Hertrich, I., Dietrich, S. & Ackermann, H. The role of the supplementary
motor area for speech and language processing. Neuroscience & Biobehavioral
Reviews 68, 602–610 (2016).

53. Grahn, J. A. & Brett, M. Rhythm and Beat Perception in Motor Areas of the
Brain. Journal of Cognitive Neuroscience 19, 893–906 (2007).

54. Zatorre, R. J., Chen, J. L. & Penhune, V. B. When the brain plays music:
auditory–motor interactions in music perception and production. Nature
Reviews Neuroscience 8, 547–558 (2007).

55. Groppe, D. M. et al. Dominant frequencies of resting human brain activity as
measured by the electrocorticogram. NeuroImage 79, 223–233 (2013).

56. Patel, A. D. & Iversen, J. R. The evolutionary neuroscience of musical beat
perception: the Action Simulation for Auditory Prediction (ASAP) hypothesis.
Frontiers in Systems Neuroscience 8, https://doi.org/10.3389/fnsys.2014.00057
(2014).

57. Styns, F., van Noorden, L., Moelants, D. & Leman, M. Walking on music.
Human Movement Science 26, 769–785 (2007).

58. Lubinus, C. et al. Data-Driven Classification of Spectral Profiles Reveals Brain
Region-Specific Plasticity in Blindness. Cerebral Cortex 31, 2505–2522 (2021).

59. London, J. (Oxford University Press, 2004).
60. Zalta, A., Petkoski, S. & Morillon, B. Natural rhythms of periodic temporal

attention. Nature Communications 11, 1051 (2020).
61. Jackendoff, R. & Lerdahl, F. The capacity for music: What is it, and what’s

special about it? Cognition 100, 33–72 (2006).
62. Savage, P. E., Brown, S., Sakai, E. & Currie, T. E. Statistical universals reveal

the structures and functions of human music. Proceedings of the National
Academy of Sciences 112, 8987–8992 (2015).

63. Pellegrino, F., Coupé, C. & Marsico, E. A cross-language perspective on speech
information rate. Language 87, 539–558 (2011).

64. Dupoux, E. & Green, K. Perceptual adjustment to highly compressed speech:
Effects of talker and rate changes. Journal of Experimental Psychology: Human
Perception and Performance 23, 914–927 (1997).

65. Ghitza, O. Behavioral evidence for the role of cortical θ oscillations in
determining auditory channel capacity for speech. Frontiers in Psychology 5,
https://doi.org/10.3389/fpsyg.2014.00652 (2014).

66. Giroud, J., Lerousseau, J. P., Pellegrino, F. & Morillon, B. The channel capacity
of multilevel linguistic features constrains speech comprehension. Cognition
232, 105345 (2023).

67. te Rietmolen, N., Mercier, M., Trébuchon, A., Morillon, B. & Schön, D. Speech
and music recruit frequency-specific distributed and overlapping cortical
networks. Preprint at https://www.biorxiv.org/content/10.1101/2022.10.08.
511398v3 (2022).

68. Berwick, R. C., Friederici, A. D., Chomsky, N. & Bolhuis, J. J. Evolution,
brain, and the nature of language. Trends in Cognitive Sciences 17, 89–98
(2013).

69. Ghitza, O. The theta-syllable: a unit of speech information defined by cortical
function. Frontiers in Psychology 4, https://doi.org/10.3389/fpsyg.2013.00138
(2013).

70. Inbar, M., Grossman, E. & Landau, A. N. Sequences of Intonation Units form
a ~ 1 Hz rhythm. Scientific Reports 10, 15846 (2020).

COMMUNICATIONS PSYCHOLOGY | https://doi.org/10.1038/s44271-023-00053-6 ARTICLE

COMMUNICATIONS PSYCHOLOGY |             (2024) 2:2 | https://doi.org/10.1038/s44271-023-00053-6 | www.nature.com/commspsychol 11

https://doi.org/10.3389/fnhum.2014.00311
https://doi.org/10.3389/fnhum.2014.00311
https://doi.org/10.3389/fpsyg.2011.00130
https://doi.org/10.1101/2021.07.15.452556
https://doi.org/10.3389/fnsys.2014.00057
https://doi.org/10.3389/fpsyg.2014.00652
https://www.biorxiv.org/content/10.1101/2022.10.08.511398v3
https://www.biorxiv.org/content/10.1101/2022.10.08.511398v3
https://doi.org/10.3389/fpsyg.2013.00138
www.nature.com/commspsychol
www.nature.com/commspsychol


71. Rimmele, J. M., Poeppel, D. & Ghitza, O. Acoustically Driven Cortical δ
Oscillations Underpin Prosodic Chunking. eNeuro 8, https://doi.org/10.1523/
eneuro.0562-20.2021 (2021).

72. Stehwien, S. & Meyer, L. in Proceedings of Speech Prosody 2022 693-698
(2022).

73. Kaufeld, G. et al. Linguistic Structure and Meaning Organize Neural
Oscillations into a Content-Specific Hierarchy. The Journal of Neuroscience
40, 9467–9475 (2020).

74. Meyer, L., Henry, M. J., Gaston, P., Schmuck, N. & Friederici, A. D. Linguistic
Bias Modulates Interpretation of Speech via Neural Delta-Band Oscillations.
Cerebral Cortex 27, 4293–4302 (2016).

75. ten Oever, S., Carta, S., Kaufeld, G. & Martin, A. E. Neural tracking of phrases
in spoken language comprehension is automatic and task-dependent. eLife 11,
e77468 (2022).

76. Zuk, N. J., Murphy, J. W., Reilly, R. B. & Lalor, E. C. Envelope reconstruction
of speech and music highlights stronger tracking of speech at low frequencies.
PLOS Computational Biology 17, e1009358 (2021).

77. Albouy, P., Mehr, S. A., Hoyer, R. S., Ginzburg, J. & Zatorre, R. J. Spectro-
temporal acoustical markers differentiate speech from song across cultures.
Preprint at https://www.biorxiv.org/content/10.1101/2023.01.29.526133v1
(2023).

78. Zuk, J., Loui, P. & Guenther, F. Neural Control of Speaking and Singing: The
DIVA Model for Singing. (2022).

79. Mårup, S. H., Møller, C. & Vuust, P. Coordination of voice, hands and feet in
rhythm and beat performance. Scientific Reports 12, 8046 (2022).

80. Repp, B. H. Sensorimotor synchronization: A review of the tapping literature.
Psychonomic bulletin & review 12, 969–992 (2005).

81. Repp, B. H. & Su, Y.-H. Sensorimotor synchronization: A review of
recent research (2006–2012). Psychonomic Bulletin & Review 20, 403–452
(2013).

82. Scheurich, R., Zamm, A. & Palmer, C. Tapping into rate flexibility: musical
training facilitates synchronization around spontaneous production rates.
Frontiers in psychology 9, 458 (2018).

83. Tranchant, P., Scholler, E. & Palmer, C. Endogenous rhythms influence
musicians’ and non-musicians’ interpersonal synchrony. Scientific Reports 12,
12973 (2022).

84. Mares, C., Echavarría Solana, R. & Assaneo, M. F. Auditory-motor
synchronization varies among individuals and is critically shaped by acoustic
features. Communications Biology 6, 658 (2023).

85. Kaya, E. & Henry, M. J. Reliable estimation of internal oscillator properties
from a novel, fast-paced tapping paradigm. Scientific Reports 12, 20466 (2022).

86. McAuley, J. D., Jones, M. R., Holub, S., Johnston, H. M. & Miller, N. S. The
time of our lives: Life span development of timing and event tracking. Journal
of Experimental Psychology: General 135, 348–367 (2006).

87. Moelants, D. in Proceedings of the 7th international conference on music
perception and cognition. 1-4 (Citeseer).

88. Roman, I. R., Roman, A. S., Kim, J. C. & Large, E. W. Hebbian learning with
elasticity explains how the spontaneous motor tempo affects music
performance synchronization. PLOS Computational Biology 19, e1011154
(2023).

89. Pfordresher, P. Q., Greenspon, E. B., Friedman, A. L. & Palmer, C.
Spontaneous Production Rates in Music and Speech. Frontiers in Psychology
12 (2021).

90. Assaneo, M. F., Rimmele, J. M., Sanz Perl, Y. & Poeppel, D. Speaking
rhythmically can shape hearing. Nature Human Behaviour 5, 71–82 (2021).

91. Assaneo, M. F. et al. Spontaneous synchronization to speech reveals neural
mechanisms facilitating language learning. Nature neuroscience 22, 627–632
(2019).

92. Orpella, J. et al. Differential activation of a frontoparietal network explains
population-level differences in statistical learning from speech. PLOS Biology
20, e3001712 (2022).

93. Lizcano-Cortés, F. et al. Speech-to-Speech Synchronization protocol to classify
human participants as high or low auditory-motor synchronizers. STAR
protocols 3, 101248 (2022).

94. Kern, P., Assaneo, M. F., Endres, D., Poeppel, D. & Rimmele, J. M. Preferred
auditory temporal processing regimes and auditory-motor synchronization.
Psychonomic Bulletin & Review 28, 1860–1873 (2021).

95. He, D., Buder, E. H. & Bidelman, G. M. Effects of Syllable Rate on Neuro-
Behavioral Synchronization Across Modalities: Brain Oscillations and Speech
Productions. Neurobiology of Language 4, 344–360 (2023).

96. Boersma, P. Praat, a system for doing phonetics by computer. Glot. Int. 5,
341–345 (2001).

97. Brainard, D. H. The psychophysics toolbox. Spatial vision 10, 433–436 (1997).
98. Kleiner, M., Brainard, D. & Pelli, D. What’s new in Psychtoolbox-3? (2007).
99. Schaal, N. K., Bauer, A.-K. R. & Müllensiefen, D. Der Gold-MSI: Replikation

und Validierung eines Fragebogeninstrumentes zur Messung Musikalischer
Erfahrenheit anhand einer Deutschen Stichprobe. Musicae Scientiae 18,
423–447 (2014).

100. Müllensiefen, D., Gingras, B., Musil, J. & Stewart, L. The musicality of non-
musicians: an index for assessing musical sophistication in the general
population. PloS one 9, e89642 (2014).

101. Nakagawa, S. & Schielzeth, H. A general and simple method for obtaining R2
from generalized linear mixed-effects models. Methods in Ecology and
Evolution 4, 133–142 (2013).

102. Ben-Shachar, M. S., Lüdecke, D. & Makowski, D. effectsize: Estimation of
effect size indices and standardized parameters. Journal of Open Source
Software 5, 2815 (2020).

103. Kenward, M. G. & Roger, J. H. Small Sample Inference for Fixed Effects from
Restricted Maximum Likelihood. Biometrics 53, 983–997 (1997).

104. emmeans: Estimated Marginal Means, aka Least-Squares Means (2022).
105. JASP (Version 0.17.3) (2023).
106. Stefan, A. M., Gronau, Q. F., Schönbrodt, F. D. & Wagenmakers, E.-J. A

tutorial on Bayes Factor Design Analysis using an informed prior. Behavior
research methods 51, 1042–1058 (2019).

107. Guttman, L. Some necessary conditions for common-factor analysis.
Psychometrika 19, 149–161 (1954).

108. Kaiser, H. F. The application of electronic computers to factor analysis.
Educational and psychological measurement 20, 141–151 (1960).

109. Jolliffe, I. T. & Cadima, J. Principal component analysis: a review and recent
developments. Philos Trans A Math Phys Eng Sci 374, 20150202 (2016).

110. Kim, D. & Kim, S.-K. Comparing patterns of component loadings: Principal
Component Analysis (PCA) versus Independent Component Analysis (ICA)
in analyzing multivariate non-normal data. Behavior Research Methods 44,
1239–1243 (2012).

111. Barr, D. J., Levy, R., Scheepers, C. & Tily, H. J. Random effects structure for
confirmatory hypothesis testing: Keep it maximal. Journal of Memory and
Language 68, 255–278 (2013).

112. Hartig, F. DHARMa: Residual Diagnostics for Hierarchical (Multi-Level /
Mixed) Regression Models. (2022).

113. Oganian, Y. & Chang, E. F. A speech envelope landmark for syllable encoding
in human superior temporal gyrus. Science Advances 5, eaay6279 (2019).

114. Tierney, A., Patel, A. D. & Breen, M. Acoustic foundations of the speech-to-
song illusion. Journal of Experimental Psychology: General 147, 888 (2018).

115. Vanden Bosch der Nederlanden, C. M. et al. Developmental changes in the
categorization of speech and song. Developmental Science, e13346 (2022).

116. Chang, A., Teng, X., Assaneo, F. & Poeppel, D. Amplitude modulation
perceptually distinguishes music and speech. Preprint at https://psyarxiv.com/
juzrh/ (2022).

117. Schönbrodt, F. D. & Wagenmakers, E.-J. Bayes factor design analysis: Planning
for compelling evidence. Psychonomic Bulletin & Review 25, 128–142 (2018).

118. Varnet, L., Ortiz-Barajas, M. C., Erra, R. G., Gervain, J. & Lorenzi, C. A cross-
linguistic study of speech modulation spectra. The Journal of the Acoustical
Society of America 142, 1976–1989 (2017).

119. Park, H., Ince, R. A. A., Schyns, P. G., Thut, G. & Gross, J. Frontal Top-Down
Signals Increase Coupling of Auditory Low-Frequency Oscillations to
Continuous Speech in Human Listeners. Current Biology 25, 1649–1653 (2015).

120. MacDougall, H. G. & Moore, S. T. Marching to the beat of the same drummer:
the spontaneous tempo of human locomotion. Journal of Applied Physiology
99, 1164–1173 (2005).

121. Rimmele, J. M. et al. Musical Sophistication and Speech Auditory-Motor
Coupling: Easy Tests for Quick Answers. Frontiers in Neuroscience 15, https://
doi.org/10.3389/fnins.2021.764342 (2022).

122. Overath, T., McDermott, J. H., Zarate, J. M. & Poeppel, D. The cortical
analysis of speech-specific temporal structure revealed by responses to sound
quilts. Nature Neuroscience 18, 903–911 (2015).

Acknowledgements
We thank the German Academic Exchange Service funded by the Federal Ministry of
Education and Research, as well as the Max Planck Institute for Empirical Aesthetics and
the Max Planck NYU Center for Language, Music, and Emotion (CLaME) for funding
this project. We thank Dr. Florencia Assaneo for very helpful discussion and Dr. Klaus
Frieler for advice on the statistical analysis.

Author contributions
A.V.B., J.M.R., C.P., and M.J.H. planned the study. A.V.B. collected the data and con-
ducted the analysis supervised by J.M.R.; A.V.B. and J.M.R. wrote the manuscript and
A.V.B., J.M.R., C.P., and M.J.H. edited the manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL.

Competing interests
The authors declare no competing interests.

ARTICLE COMMUNICATIONS PSYCHOLOGY | https://doi.org/10.1038/s44271-023-00053-6

12 COMMUNICATIONS PSYCHOLOGY |             (2024) 2:2 | https://doi.org/10.1038/s44271-023-00053-6 |www.nature.com/commspsychol

https://doi.org/10.1523/eneuro.0562-20.2021
https://doi.org/10.1523/eneuro.0562-20.2021
https://www.biorxiv.org/content/10.1101/2023.01.29.526133v1
https://psyarxiv.com/juzrh/
https://psyarxiv.com/juzrh/
https://doi.org/10.3389/fnins.2021.764342
https://doi.org/10.3389/fnins.2021.764342
www.nature.com/commspsychol


Additional information
Supplementary information The online version contains supplementary material
available at https://doi.org/10.1038/s44271-023-00053-6.

Correspondence and requests for materials should be addressed to Alice Vivien Barchet
or Johanna M. Rimmele.

Peer review information Communications Psychology thanks Tzu-Han Cheng, Benedikt
Zoefel, and the other, anonymous, reviewer(s) for their contribution to the peer review of
this work. Primary Handling Editor: Antonia Eisenkoeck. A peer review file is available.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2024

COMMUNICATIONS PSYCHOLOGY | https://doi.org/10.1038/s44271-023-00053-6 ARTICLE

COMMUNICATIONS PSYCHOLOGY |             (2024) 2:2 | https://doi.org/10.1038/s44271-023-00053-6 | www.nature.com/commspsychol 13

https://doi.org/10.1038/s44271-023-00053-6
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
www.nature.com/commspsychol
www.nature.com/commspsychol

	Auditory-motor synchronization and perception suggest partially distinct time scales in speech and�music
	Methods
	Participants
	Stimuli
	Procedure
	Perception-production synchronization�task
	Auditory perception�task
	Data analysis
	Phase-locking�value
	PLV normalization
	Analyses for the synchronization�task
	Analyses for the auditory perception�task
	Reporting summary

	Results
	Effector-specific differences in synchronization
	Three distinct factors explaining synchronization performance
	Superior perception at domain-specific�rates
	Synchronization performance influences perception performance
	Control of potential confounds

	Discussion
	Limitations

	Data availability
	References
	Code availability
	References
	References
	Acknowledgements
	Author contributions
	Funding
	Competing interests
	Additional information




