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Abstract

Background The field of Artificial Intelligence (AI) holds transformative potential inmedicine.
However, the lack of universal reporting guidelines poses challenges in ensuring the validity
and reproducibility of published research studies in this field.
Methods Based on a systematic review of academic publications and reporting standards
demanded by both international consortia and regulatory stakeholders as well as leading
journals in the fields of medicine andmedical informatics, 26 reporting guidelines published
between 2009 and 2023were included in this analysis. Guidelineswere stratified by breadth
(general or specific to medical fields), underlying consensus quality, and target research
phase (preclinical, translational, clinical) and subsequently analyzed regarding the overlap
and variations in guideline items.
Results AI reporting guidelines for medical research vary with respect to the quality of the
underlying consensus process, breadth, and target research phase. Some guideline items
such as reporting of study design andmodel performance recur across guidelines, whereas
other items are specific to particular fields and research stages.
Conclusions Our analysis highlights the importance of reporting guidelines in clinical AI
research and underscores the need for common standards that address the identified
variations and gaps in current guidelines. Overall, this comprehensive overview could help
researchers and public stakeholders reinforce quality standards for increased reliability,
reproducibility, clinical validity, and public trust in AI research in healthcare. This could
facilitate the safe, effective, and ethical translation of AI methods into clinical applications
that will ultimately improve patient outcomes.
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Plain Language Summary

Artificial Intelligence (AI) refers to computer
systems that can perform tasks that normally
require human intelligence, like recognizing
patterns or making decisions. AI has the
potential to transform healthcare, but
research on AI in medicine needs clear rules
so caregivers and patients can trust it. This
study reviews and compares 26 existing
guidelines for reporting onAI inmedicine. The
key differences between these guidelines are
their target areas (medicine in general or
specific medical fields), the ways they were
created, and the research stages they
address.While somekey items likedescribing
the AI model recurred across guidelines,
others were specific to the research area. The
analysis shows gaps and variations in current
guidelines. Overall, transparent reporting is
important, so AI research is reliable,
reproducible, trustworthy, and safe for
patients. This systematic review of guidelines
aims to increase the transparency of AI
research, supporting an ethical and safe
progression of AI from research into clinical
practice.

Communications Medicine |            (2024) 4:71 1

12
34

56
78

90
():
,;

12
34

56
78

90
():
,;

http://crossmark.crossref.org/dialog/?doi=10.1038/s43856-024-00492-0&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s43856-024-00492-0&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s43856-024-00492-0&domain=pdf
http://orcid.org/0000-0003-2265-4809
http://orcid.org/0000-0003-2265-4809
http://orcid.org/0000-0003-2265-4809
http://orcid.org/0000-0003-2265-4809
http://orcid.org/0000-0003-2265-4809
http://orcid.org/0000-0002-9605-0728
http://orcid.org/0000-0002-9605-0728
http://orcid.org/0000-0002-9605-0728
http://orcid.org/0000-0002-9605-0728
http://orcid.org/0000-0002-9605-0728
http://orcid.org/0000-0002-3730-5348
http://orcid.org/0000-0002-3730-5348
http://orcid.org/0000-0002-3730-5348
http://orcid.org/0000-0002-3730-5348
http://orcid.org/0000-0002-3730-5348
mailto:jakob-nikolas.kather@alumni.dkfz.de


Thefield ofArtificial Intelligence (AI) is rapidly growing and its applications
in the medical field have the potential to revolutionize the way diseases are
diagnosed and treated.Despite thefield still being in its relative infancy, deep
learning algorithms have already proven to perform at parity with or better
than current gold standards for a variety of tasks related to patient care. For
example, deep learning models perform on par with human experts in
classification of skin cancer1, aid in both the timely identification of patients
with sepsis2 and respective adaptation of the treatment strategy3, and can
identify genetic alterations from histopathological imaging across different
cancer types4. Due to the black box nature ofmany AI-based investigations,
it is critical that themethodology and results of the findings are reported in a
thorough, transparent and reproducible manner. However, despite this
need, suchmeasures areoftenomitted5.High reporting standards are vital in
ensuring that public trust, medical efficacy and scientific integrity are not
compromised by erroneous, often overly positive performance metrics due
to flaws such as skewed data selection ormethodological errors such as data
leakage.

To address these challenges, numerous reporting guidelines have
been developed to regulate AI-related research in preclinical, transla-
tional, and clinical settings. A reporting guideline is a set of criteria and
recommendations designed to standardize the reporting of research
methodologies and findings. These guidelines aim to ensure the inclusion
of minimum essential information within research studies and thereby
enhance transparency, reproducibility, and the overall quality of research
reporting6,7. While clinical treatment guidelines typically describe a
summary of standards of care based on existing medical evidence,
there is no universal standard approach for the development of reporting
guidelines regarding what information should be provided when
attempting to publish findings from a scientific investigation. Conse-
quently, the quality of reporting guidelines can vary depending on the
methods used to reach consensus as well as the individuals involved in the
process. The Delphi method, when employed by a panel of authoritative
experts in the relevant field, is generally considered to be the most
appropriate means of obtaining high-quality agreement8. This method
describes a structured technique in which experts cycle through several
rounds of questionnaires, with each round resulting in an updated
questionnaire that is provided to participants along with a summary of
responses in the subsequent iteration. This pattern is repeated until
consensus is reached.

Another factor to consider when developing reporting guidelines for
medical AI is their scope. Reporting guidelinesmay be specific to the unique
needs of a single clinical specialty or intended to be more general in nature.
In addition, due to the highly dynamic nature of AI research, these guide-
lines require frequent reassessment to safeguard against obsolescence. As a
consequence of the breadth of stakeholders involved in the development
and regulation of medical AI, including government organizations, aca-
demic institutions, publishers and corporations, a multitude of reporting
guidelines have arisen. The repercussion of this is a notable lack of clarity for
researchers as to which guidelines to follow, uncertainty whether or not
guidelines exist for their specific domain of research, and whether or not
reporting standards can be expected to be enforced by publishers of
mainstream academic journals. As a result, despite the abundance of
reporting guidelines for healthcare, only a fraction of research items adheres
to them9–11. This reflects a deficiency on the part of researchers and scholarly
publishers alike.

This systematic review provides an overview of existing reporting
guidelines forAI-related research inmedicine that have beenpublished by
research consortia, federal institutions, or adopted bymedical andmedical
informatics publishers. It summarizes the key elements that are near-
universally considered necessary when reporting findings to ensure
maximum reproducibility and clinical validity. These key elements
include descriptions of the clinical rationale, the data that reportedmodels
are based on, and of the training and validation process. By highlighting
guideline items that are widely agreed upon, our work aims to provide
orientation to researchers, policymakers, and stakeholders in the field of

medical AI and form a basis for the development of future reporting
guidelineswith the goal of ensuringmaximumreproducibility and clinical
translatability ofAI-relatedmedical research. In addition, our summary of
key reporting items may provide guidance for researchers in situations
where no high-quality reporting guideline currently exists for the topic of
their research.

Methods
Search strategy
We report the results of this systematic review following the PRISMA
2020 statement for reporting systematic reviews12. To cover the breadth of
published AI-related reporting guidelines inmedicine, our search strategies
included three sources: (i) Guidelines published as scholarly research pub-
lications listed in the database PubMed and in the EQUATOR Network’s
library of reporting guidelines (https://www.equator-network.org/library/),
(ii) AI-related statements and requirements of international federal health
agencies, and (iii) relevant journals in Medicine and Medical Informatics.
The search strategy was developed by three authors with experience in
medical AI research (FRK, GPV, JNK), and no preprint servers were
included in the search.

PubMedwas searched on June 26, 2022, without language restrictions,
for literature published since database inception, on AI guidelines in the
fields of preclinical, translational, and clinical medicine, using the keywords
(“Artificial Intelligence” OR “Machine Learning” OR “Deep Learning”)
AND (“consensus statement” OR “guideline” OR “checklist”). The
EQUATOR Network’s library of reporting guidelines was searched on
November 14, 2023, using the keywords “Artificial Intelligence”, “Machine
Learning” and “DeepLearning”. Additionally, statements and requirements
of the federal health agencies of the United States (Food and Drug
Administration, FDA), the European Union (EuropeanMedicines Agency,
EMA), the United Kingdom (Medicines and Healthcare Products Reg-
ulatoryAgency),China (NationalMedical ProductsAssociation), and Japan
(Pharmaceuticals andMedical Devices Agency) were reviewed with respect
to further guidelines and requirements. Finally, the ten journals inMedicine
and Medical Informatics with the highest journal impact factors in 2021
according to theClarivate JournalCitation reportswere screened for specific
AI/ML checklist requirements for submitted articles. Studies identified as
incidental findings were added independent of the aforementioned search
process, thereby including studies published after the initial search on June
26, 2022.

Study selection
Duplicate studies were removed. All search results were independently
screenedby twophysicianswith experience in clinicalAI research (FRKand
GPV) using Rayyan13. Screening results were blinded until completion of
each reviewer’s individual screening. The inclusion criteria were (1) the
topic of the publication being AI in medicine and (2) the guideline
recommendations being specific to the application of AImethods for either
preclinical, translational, or clinical scenarios. Publications were excluded
on the basis of (1) not providing actionable reporting guidance, (2) col-
lecting or reassembling guideline items from existing guidelines rather than
providing new guideline items or (3) reporting the intention to develop a
new, as yet unpublished guideline rather than the guideline itself. Dis-
agreements regarding guideline selection were resolved by judgment of a
third reviewer (JNK).

Data extraction and analysis
Two physicians with experience in clinical AI research (FRK, GPV)
reviewed all selected guidelines and extracted the year of publication, the
target research phase (preclinical, translational and/or clinical research),
the breadth of the guideline (general or specific to a medical subspecialty)
and the consensus process as a way to assess the risk of bias. The target
research phase was considered preclinical if the guideline regulates the-
oretical studies not involving clinical outcome data but potentially ret-
rospectively involving patient data, translational if the guideline targets
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retrospective or prospective observational trials involving patient data
with a potential clinical implication, and clinical if the guideline regulates
interventional trials in a clinical setting. The breadth of a guideline was
considered general or subject-specific depending on target research areas
mentioned in the guideline. Additionally, reporting guidelines were
independently graded by FRK and GPV (with arbitration by a third rater,
JNK, in case of disagreement) as being either “comprehensive”, “colla-
borative” or “expert-led” in their consensus process. The consensus
process of a guidelinewas classified as expert-led if themethod bywhich it
was developed did not appear to be through a consensus-based procedure,
if the guideline did not involve relevant stakeholders, or if the described
development procedure was not clearly outlined. Guidelines were classi-
fied as collaborative if the authors (presumably) used a formal consensus
procedure involvingmultiple experts, but provided no details on the exact
protocol ormethodological structure. Comprehensive guidelines outlined
a structured, consensus-based, methodical development approach
involving multiple experts and relevant stakeholders with details on the
exact protocol (e.g., using the Delphi procedure).

FRK andGPV extracted each guideline’s recommended items for the
purpose of creating an omnibus list of all as-yet published guideline items
(Supplementary Table 1). FRK and GPV independently evaluated each
guideline for the purpose of determining which items from the omnibus
list were either fully, partially, or not covered by each publication indi-
vidually. Aspects that were directly described in a guideline including
some details or examples were considered “fully” covered, aspects men-
tioned implicitly using general terms were considered “partially” covered.
Disagreements were resolved by judgment of a third reviewer (JNK).
Overlap of guideline content was visualized using pyCirclize14. Items
recommended by at least 50% of all reporting guidelines or 50% of
reporting guidelines with a specified systematic development process (i.e.,
comprehensive consensus) were considered universal recommendations
for clinical AI research reporting.

Study registration
This systematic reviewwas registered at OSF https://doi.org/10.17605/OSF.
IO/YZE6J on August 25, 2023. The protocol was not amended or changed.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Results
Search results
The PubMed database search yielded 622 unique publications; another 18
guidelines were identified through other sources: 8 guidelines were identi-
fied through a search of the EQUATOR Network’s library of reporting
guidelines, two guidelines were identified through review of recommen-
dations of federal agencies; one additional guideline was included based on
review of journal recommendations. Another seven additional guidelines
were added as incidental findings.

After removal of duplicates, 630 publications were subjected to the
screening process. Out of these, 578 records were excluded based on Title
andAbstract. Of the remaining 52 full-text articles assessed for eligibility, 26
records were excluded and 26 reporting guidelines were included in the
systematic review andmeta-analysis (Fig. 1). Interrater agreement for study
selection on the basis of full-text records was 71% (n = 15 requiring third
reviewer out of n = 52).

The landscape of reporting guidelines in clinical AI
A total of 26 reporting guidelineswas included in this systematic review.We
identified nine comprehensive, six collaborative and eleven expert-led
reporting guidelines. Approximately half of all reporting guidelines (n = 14,
54%) provided general guidelines for AI-related research in medicine. The
remaining publications (n = 12, 46%) were developed to regulate the
reporting of AI-related research within a specific field of medicine. These
included medical physics, dermatology, cancer diagnostics, nuclear medi-
cine, medical imaging, cardiovascular imaging, neuroradiology, psychiatry,
and dental research (Table 1, Figs. 2 and 3).

We systematically categorized the reporting guidelines by the research
phase that they were aimed at as well as the level of consensus used in their
development (Fig. 2, Fig. 3). The majority of guidelines (n = 20, 77%)
concern AI applications for preclinical and translational research rather
than clinical trials. Of these preclinical and translational reporting guide-
lines, many (n = 12) are specific for individual fields of medicine such as
cardiovascular imaging, psychiatry or dermatology rather than generally
applicable recommendations. In addition, these guidelines tend to more
often be expert-led or collaborative (n = 15) in nature rather than com-
prehensive (n = 5). This is in contrast to the considerably fewer clinical
reporting guidelines (n = 6) that are universally general in nature and
overwhelmingly comprehensive in their consensus process (n = 4). There
has been a notable increase in the publication of reporting guidelines in
recent years, with 81% (n = 21) of included guidelines having been pub-
lished in or after 2020.

Fig. 1 | Flowchart of the systematic review and meta-analysis according to the
PRISMA 2020 statement for reporting systematic reviews. Based on a systematic
review of academic publications and reporting standards demanded by international
federal health institutions and leading journals in the fields of medicine andmedical
informatics, 26 reporting guidelines published between 2009 and 2023were included
in this analysis.
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Consensus in guideline items
The identified guidelines were analyzed with respect to their overlap in
individual guideline recommendations (Supplementary Table 1, Fig. 4a, b).
A total of 37 unique guideline items were identified. These concerned
Clinical Rationale (7 items), Data (11 items), Model Training and Valida-
tion (9 items), Critical Appraisal (3 items), and Ethics and Reproducibility
(7 items).Wewere unable to identify a clearweighting towards certain items
over others within our primary means of clustering reporting guidelines,
namely the consensus procedure and whether the guideline is directed at
specific research fields or provides general guidance (Fig. 4b).

Figure 5 summarizes items that were recommended by at least 50% of
all guidelines or 50% of guidelines with a specified systematic development
process (comprehensive guidelines). These items are considered universal
components of studies on predictive clinical AI models.

Discussion
With the increasing availability of computational resources and methodo-
logical advances, the field of AI-basedmedical applications has experienced
significant growth over the last decade. To ensure reproducibility, respon-
sible use and clinical validity of such applications, numerous guidelines have
been published, with varying development strategies, structures, application
targets, content and support from research communities. We conducted a
systematic reviewof existing guidelines forAI applications inmedicine,with
a focus on assessing their quality, application areas, and content.

Our analysis suggests that the majority of AI-related reporting guide-
lines has been conceived by individual (groups of) stakeholders without a
formal consensus process and that most reporting guidelines address pre-
clinical and translational research rather than the clinical validation of AI-
based applications. Guidelines targeting specific medical fields often result
from less rigorous consensus processes than broader guidelines targeting
medical AI in general, resulting in some use cases for which several high-
evidence guidelines are available (i.e., dermatology, medical imaging),
whereas no specialty-independent guideline developed in a formal con-
sensus process is currently available for preclinical research.

Differences in data types and tasks that AI can address in different
medical specialties represent a key challenge for the development of
guidelines for AI applications in medicine. Many predominantly

diagnostics-based specialties such as pathology or radiology rely heavily on
different types of imaging with distinct peculiarities and challenges. The
need to account for such differences is stronger in preclinical and transla-
tional steps of development as compared to clinical evaluation, where AI
applications are tested for validity.

Most specialty-specific guidelines address preclinical phases, and these
guidelines have predominantly been conceived in less rigorous consensus
processes. While individual peculiarities of specific use casesmay be clearer
in specific guidelines than in more general guidelines, it is conceivable that
subject-specific guidelines could result inmany guidelines on the same topic
when use cases and guideline requirements are similar across fields. To
address this issue, stratification by data type could be a potential solution to
ensure that guidelines are universal yet specific enough to regulate.

Incorporation of innovations in guidelines represents another chal-
lenge, as guidelines have traditionally been distributed in the form of aca-
demic publications. In this context, the fact that AI represents a major
methodological innovation has been acknowledged by regulating institu-
tions such as the EQUATOR network, which has issued AI-specific coun-
terparts for existing guidelines, including CONSORT(-AI) regulating
randomized controlled clinical trials and SPIRIT(-AI) regulating interven-
tional clinical trial protocols. Several other comprehensive high-quality AI-
specific guideline extensions are expected to becomepublicly available in the
near future including STARD-AI15, TRIPOD-AI16, and PRISMA-AI17.
Ideally, guidelines should be adaptive and interactive to dynamically inte-
grate new innovations as they emerge. Two quality assessment tools,
PROBAST-AI16 (for risk of bias and applicability assessment of prediction
model studies) and QUADAS-AI18 (for quality assessment of AI-centered
diagnostic accuracy studies), will be developed alongside the anticipatedAI-
specific reporting guidelines.

To prevent the previously mentioned creation of multiple guidelines
on the same topic, guidelines could potentially be continuously updated.
However, this requires careful management to ensure that guidelines
remain relevant and up-to-date without becoming overwhelming or
contradictory. On a similar line, it may be worth considering whether AI-
specific guidelines should repeat non-AI-specific items, such as ethics
statements or Institutional Review Board (IRB) requirements. It may be
useful to compare these needs with good scientific practice, to refer to

Fig. 2 | Overlap between reporting guidelines and
their applicability for various research phases.
Preclinical guidelines regulate theoretical studies not
involving clinical outcome data but potentially ret-
rospectively involving patient data. Translational
guidelines target retrospective or prospective
observational trials involving patient data with a
potential clinical implication. Clinical guidelines
regulate interventional trials in a clinical setting.
Reporting guidelines catering towards specific
research phases are able to be more specific in their
items, while those aimed at overlapping research
phases tend to necessitate more general report-
ing items.
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existing resources, and to consider how best to balance comprehensive-
ness with clarity and ease of use. Whenever new guidelines are being
developed, it is advisable to follow available guidance to ensure high
guideline quality throughmethods like a structured literature review and a
multi-stage Delphi process19,20.

Before entering clinical practice, medical innovations must undergo a
rigorous evaluation process, and regulatory needs play a crucial role in this
process. However, this can lead to undynamic processes, resulting in a gap
between large amounts of preclinical research that largely do not enter steps
towards clinical translation. Therefore, future guidelines should include
items relevant to translational processes, such as regulatory sciences, access,
updates, and assessment of feasibility for implementation into clinical
practice. Less than half of the guidelines included in this review mentioned
such items. By including such statements, better selection of disruptive and
clinically impactful research could be made.

Despite various available guidelines, some use cases including pre-
clinical research remain poorly regulated, and it is necessary to address
gaps in existing guidelines. For such cases, it is advisable to identify
the most relevant general guideline and adhere to key guideline items
that are universally accepted and should be part of any AI research in the
medical field. As a consequence, researchers can be guided on what to
include in their research, and regulatory bodies can be more stringent in

demanding adherence to guidelines. In this context, our review resulted in
the finding that many high-impact medical and medical informatics
journals donotdemandadherence to anyguidelines.While peer reviewers
can encourage respective additions, more stringency in adherence to
guidelines would help ensure the responsible use of AI-based medical
applications.

While the content of reporting guidelines in medical AI has been
critically reviewed previously21,22, this is, to our knowledge, the first sys-
tematic review on reporting guidelines used in various stages of AI-related
medical research. Importantly, this review focuses on guidelines for AI
applications in healthcare and intentionally does not consider guidelines for
prediction models in general; this has been done elsewhere10.

The limitations of this systematic review are primarily related to its
methodology: First, our search strategy was developed by three of the
authors (FRK, GPV, JNK), without any external review of the search
strategy 23 and without input from a librarian. Similarly, our systematic
search was limited to the publication database PubMed, the EQUATOR
Network’s library of reporting guidelines (https://www.equator-network.
org/library), journal guidelines and guidelines of major federal institu-
tions. An involvement of internal peer reviewers with journalogical
experience in the development of the search strategy and an inclusion of
preprint servers in the search may have revealed additional guidelines to

Fig. 3 | Existing guidelines on AI in medicine by
research phase and level of consensus. Preclinical
guidelines regulate theoretical studies not involving
clinical outcome data but potentially retrospectively
involving patient data. Translational guidelines
target retrospective or prospective observational
trials involving patient data with a potential clinical
implication. Clinical guidelines regulate interven-
tional trials in a clinical setting. The breadth of
guidelines is classified as general or subject-specific
depending on target research areasmentioned in the
guideline. In terms of the consensus process, com-
prehensive guidelines are based on a structured,
consensus-based, methodical development
approach involving multiple experts and relevant
stakeholders with details on the exact protocol.
Collaborative guidelines are (presumably) devel-
oped using a formal consensus procedure involving
multiple experts, but provide no details on the exact
protocol or methodological structure. Expert-led
guidelines are not developed through a consensus-
based procedure, do not involve relevant stake-
holders, or do not clearly describe the development
procedure.
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Fig. 4 | Concordance of medical AI reporting guideline items. The Circos plot (a)
displays represented content as a connecting line between guideline and guideline
items. The heatmap (b) displays the differential representation of specific guideline

aspects depending on guideline quality and breadth. Darker color represents a
higher proportion of representation of the respective guideline aspect in the
respective group of reporting guidelines for medical AI.
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include in this systematic review. Second, our systematic review included
only a basic assessment of the risk of bias, differentiating between expert-
led, collaborative and comprehensive guidelines by analyzing the rigor of
the consensus process. While risk of bias assessment tools developed for
systematic reviews of observational or interventional trials24,25 would not
be appropriate for a methodological review, an in-depth analysis with a
custom, methods-centered tool26 could have provided more insights on
the specific shortcomings of the included guidelines. Third, we
acknowledge the potential limitation of the context-agnostic nature of our
summary of consensus items. While we intentionally adopted a general-
ized approach to create broadly applicable findings, we recognize that this
lack of nuance may result in our findings being of varying applicability
depending on the specific subject domain. Fourth, this systematic review
has limitations related to guideline selection and classification and limited
generalizability. To allow for focused comparison of guideline content,
only those reporting guidelines offering actionable items were included.
Three high-quality reporting guidelines were excluded given that they do
not specifically address AI in medicine: STARD27, STROBE28, and
SPIRIT29,30. While these guidelines are clearly out of the scope of this
systematic review and some of these guidelines have dedicated AI-specific
guidelines in development (e.g. STARD-AI), indicating that the creators
of the guidelines themselves may have seen deficiencies regarding com-
putational medical research, they could still have provided valuable
insights. Similarly, some publications were considered out of scope for
reviewing very specific areas of AI such as surrogate metrics31 without
demanding actionable items. In addition, future guideline updates could
result in changes in the landscape of AI reporting guidelines, which this
systematic review cannot represent. Nevertheless, this review contributes
to the scientific landscape in two ways: First, it provides a resource for
scientists as to what guideline to adhere to. Second, it highlights potential
areas for improvement that policymakers, scientific institutions and
journal editors can reinforce.

In conclusion, this systematic review provides a comprehensive over-
view of existing guidelines for AI applications in medicine. While the
guidelines reviewed vary in quality and scope, they generally provide
valuable guidance for developing and evaluating AI-based models. How-
ever, the lack of standardization across guidelines, particularly regarding the
ethical, legal, and social implications of AI in healthcare, highlights the need
for further research and collaboration in this area. Furthermore, asAI-based
models become more prevalent in clinical practice, it will be essential to
update guidelines regularly to reflect the latest developments in the field and
ensure their continued relevance. Good scientific practice needs to be
reinforced by every individual scientist and every scientific institution. It is
the same with reporting guidelines. No guideline in itself can guarantee
quality and reproducibility of research. A guideline only unfolds its power
when interpreted by responsible scientists.

Data availability
All included guidelines are publicly available. The list of guideline items
included in published guidelines regulating medical AI research that was
generated in this systematic review is published along with this work
(Supplementary Table 1).
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