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How lowermost mantle viscosity controls the
chemical structure of Earth’s deep interior
Juliane Dannberg 1,2✉, Kiran Chotalia 1,2 & Rene Gassmöller 1

Determining the fate of subducted oceanic crust is critical for understanding material cycling

through Earth’s deep interior and sources of mantle heterogeneity. A key control on the

distribution of subducted slabs over long timescales is the bridgmanite to post-perovskite

phase transition in the lowermost mantle, thought to cause rheological weakening. Using

high-resolution computational models, we show that the ubiquitous presence of weak post-

perovskite at the core-mantle boundary can facilitate or prevent the accumulation of basaltic

oceanic crust, depending on the amount of weakening and the crustal thickness. Moderately

weak post-perovskite ( ~ 10–100× weaker) facilitates segregation of crust from subducted

slabs, increasing basalt accumulation in dense piles. Conversely, very weak post-perovskite

(more than 100× weaker) promotes vigorous plumes that entrain more crustal material,

decreasing basalt accumulation. Our results reconcile the contradicting conclusions of pre-

vious studies and provide insights into the accumulation of subducted crust in the lowermost

mantle throughout Earth’s history.
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Under lower mantle conditions, basaltic oceanic crust is
expected to have a higher density than the surrounding
mantle1–3. Therefore, as subducted slabs reach the base of

the mantle and heat up, the crust should eventually separate from
the lithosphere, sinking down and accumulating at the
core–mantle boundary4,5 (CMB). Geochemical observations
support this idea, indicating that some previously subducted crust
is recycled back toward the surface in mantle plumes, the sources
of ocean island basalt4,6–10. The vastly different ages of subducted
oceanic crust found in ocean island basalt sources5—ranging
from as young as 200–650Ma11,12 over ~1.5 Ga13 to more than
2.45 Ga9—imply that crust is not always recycled immediately but
can instead remain in the lower mantle for a substantial amount
of time before being brought back to the surface. Seismic tomo-
graphy models provide insights into where this subducted crust
might accumulate. They show two large structures of reduced
seismic velocities in the lowermost mantle (the LLSVPs—large
low shear velocity provinces14,15), consisting of hot and likely
chemically distinct material16–22 that is intrinsically dense14,23,24.
These regions are also thought to be plume generation zones25–27,
allowing plumes to carry their geochemical signature toward the
surface. All these observations point to the presence of reservoirs
in the lowermost mantle where subducted oceanic crust accu-
mulates and is later entrained into rising plumes. However, the
degree of basalt accumulation at the base of the mantle relative to
entrainment in mantle plumes remains debated15, and its time
evolution needs to be better quantified to advance our under-
standing of the evolving distribution of subducted oceanic crust
in the deep mantle5.

A key material property controlling the segregation and stirring
of mantle material is its viscosity, which decreases drastically near
the CMB28–30. One reason for this rheological weakening may be
the phase transition from bridgmanite to post-perovskite (ppv),
reducing the viscosity by 1–4 orders of magnitude31–33, facil-
itating more rapid deformation and impacting how subducted
slabs interact with the surrounding mantle. However, previous
studies on the fate of subducted basaltic crust come to contra-
dicting conclusions: Basalt might be predominantly stirred into
the surrounding mantle34, or it might readily accumulate in
thermo-chemical structures at the CMB35,36. Weak ppv could
further reduce34, or enhance35–37, or first increase but later
decrease38 this basalt accumulation, or it might not affect the
stability and size of dense reservoirs substantially39. This range of
predictions shows that the fate of subducted crust is still strongly
debated. Because of the differences between these models (see
Note S1 for details), their results are not directly comparable,
making it impossible to constrain what leads to the different
conclusions. Therefore it remains unclear which physical prop-
erties of the lowermost mantle affect if and how fast basalt can
accumulate in dense piles. Understanding this problem requires a
more systematic study with high resolution that can accurately
track basaltic material independent of crustal thickness. We here
address this controversy by systematically studying the influence
of a ubiquitous weak ppv layer above the CMB using an adaptive
finite-element grid and a modern particle method for tracking
chemical heterogeneities.

Results and discussion
Impact of the slab density structure. To explain the dis-
crepancies between previous studies, we first investigate the
impact of the slab density structure on basalt accumulation. We
set up models with the density contrasts between basalt, pyrolite
and harzburgite taken from (i) Tackley (2011)/Nakagawa and
Tackley (2011)35,36, (ii) Li and McNamara (2013)34, and (iii)
thermodynamic data computed with HeFESTo3, and otherwise

use all parameters from study (i)36. This allows for a direct
comparison between studies. Our results (Fig. S1, Movies S1–S6)
show that all models accumulate basalt at the CMB, with only
slight changes in accumulation rate due to different densities.
Despite the density contrast between basalt and pyrolite being
doubled in Tackley’s study35 compared to HeFESTo, both models
behave almost identically. The Li and McNamara34 setup results
in slightly faster basalt accumulation because it does not include a
harzburgitic lithosphere and therefore features comparatively
heavier slabs. These cold slabs remain at the CMB for a longer
time, allowing for easier segregation of basalt from the slab and
suppressing plume formation and entrainment of basalt (see
Fig. S2).

A weak ppv phase (Fig. S1, dashed lines vs. solid lines) affects
basalt accumulation much more drastically, increasing it by a
factor of 2–3. This general trend is consistent with the studies the
model setup is based on35,36. However, these models highlight
that the density—often assumed to be the most important
parameter for basalt accumulation5—is not the reason for the
discrepancies between previous studies and that instead, other
factors such as the lowermost mantle viscosity may be more
important.

Impact of post-perovskite viscosity on basalt segregation. In
order to better understand the controls on basaltic pile formation
in the Earth’s mantle, we therefore systematically test the effects
of lowermost mantle viscosity and slab thickness in models with
realistic densities from a mineral physics database3. Specifically,
we vary the viscosity contrast across the bridgmanite to ppv
transition and the thickness of subducted oceanic crust, which has
been shown to strongly affect its ability to accumulate on the
CMB, with a thicker crust making accumulation more likely34,38.

We start our models with two subducted slabs entering from
the top and no basalt near the CMB. For a crustal thickness of
30 km in the lower mantle, if no change in viscosity is associated
with ppv (No viscosity reduction in Fig. 1a), most crustal material
entering the CMB region is immediately entrained into mantle
plumes and being carried back towards the surface. However, if
the viscosity of ppv is 100× lower, crustal material easily
segregates from the slab and accumulates at the base of rising
plumes (Weak post-perovskite in Fig. 1b). This is because a weak
ppv layer allows the slab as a whole and oceanic crust specifically
to penetrate the thermal boundary layer at the base of the mantle
more easily, an effect that is particularly important if the slab
overturns and the crust directly impinges on the CMB (i.e., 100
Myr panels in Fig. 1b vs. 400 Myr panel in Fig. 1a). The crust can
then be swept towards the base of plumes and accumulate in
dense piles. But even if the slab does not overturn, its lowered
viscosity due to the presence of weak ppv facilitates internal
deformation of the slab so that the dense basaltic crust can
separate from the lighter harzburgitic layer and sink to the CMB
(i.e., 200 Myr panel in Fig. 1b). The combined effect causes basalt
accumulation at the CMB to approximately double in the model
with 100× weaker ppv compared to the model without weakening
(see Fig. 1c, 100× vs. no viscosity reduction).

Rate of basalt accumulation. Figure 1c shows that this trend
changes throughout the model evolution across the range of
tested ppv viscosities. During the first 70 million years, lower ppv
viscosity consistently causes faster basalt accumulation. In later
stages, however, the mass of basaltic piles remains approximately
constant in models with weak ppv, and the transition from
growth to steady-state occurs earlier the lower the ppv viscosity.
This indicates that while low ppv viscosity enhances the segre-
gation of oceanic crust from the slab (a process that is active from
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the start of the model and remains active throughout its whole
evolution), it can also facilitate mantle processes that later limit
the growth of existing basaltic piles (such as the entrainment of
pile material into upwards mantle flow). These processes lower
the volume of basaltic piles after 400 Myrs of accumulation
substantially if ppv is 1000× weaker than bridgmanite compared
to the models with a viscosity reduction of only 10× or 100×. On
the other hand, increasing the crustal thickness at a given ppv
viscosity consistently increases the rate and steady-state value of
basalt accumulation (Fig. 1d) in agreement with previous
studies34,38.

To understand this dependence of basalt accumulation on both
ppv viscosity and oceanic crustal thickness, we compare the
amount of basalt after 400 Myr of accumulation for all different
parameter combinations (Figs. 2 and 3). Only in some models,
basaltic piles form at the base of mantle plumes, while in others,
almost all basaltic material is entrained into upwards mantle flow
rather than remaining at the CMB (Fig. 2). Quantifying the
amount of basalt in the lowermost 300 km of the mantle at
the end of each model (Fig. 3a) highlights the distinct impact of
the two model parameters. While an increasing crustal thickness
(going upwards in each column) consistently increases the
amount of basalt accumulating near the CMB, the influence of
the ppv viscosity is more complex. Compared to models with no
ppv viscosity reduction, a small amount of weakening (going
from right to left in each row) increases how much basalt
accumulates. However, further weakening of ppv reverses this
trend, lowering the amount of basalt in the CMB region. The
viscosity at which this reversal occurs increases with crustal

thickness. The highest amount of basaltic material accumulates
for intermediate ppv weakening and large crustal thickness
(40 km, 100× weaker).

Basalt segregation vs. entrainment. We interpret this behavior
as the result of two competing processes: The lower the ppv
viscosity and the thicker the crust, the easier it is for basalt to
segregate from the slab (see also Note S2 and Figs. S5 and S6).
Both factors increase the downward buoyancy forces of the dense
basaltic crust compared to the viscous forces resisting segregation.
But the lower the ppv viscosity and the thinner the crust and,
therefore, the subducted slabs, the more vigorous the rising
plumes. One reason for this relationship is that thicker slabs bring
more cold material to the CMB, suppressing plume formation,
whereas thinner slabs heat up faster and allow for more plumes.
Alternatively, we can also consider the ppv phase as a separate
convecting system with its own Rayleigh number. Computing this
number for our model parameters (see Table S1 and Fig. S7)
without any weakening effect gives approximately 250, below
critical, and no internal convection is expected to occur. Since the
Rayleigh number is inversely proportional to the layer viscosity,
weaker ppv increases the Rayleigh number, and all weakening
factors we used (10–1000) would allow for internal convection
within the layer. The weaker the ppv, the more vigorous the
convection, leading to a more efficient heat transport out of this
layer and into plumes. Therefore both a thin crust and a weak ppv
phase facilitate plume formation and lead to more entrainment of
basalt in upward flow. This effect becomes apparent in the large-
scale flow patterns as well (Fig. 2): Strong upwellings (low ppv

Fig. 1 Changes in basalt accumulation over time. a, b Model evolution with unchanged (a) and 100× weaker (b) ppv and 30 km crustal thickness. Blue-to-
red background colors illustrate temperature, green colors indicate the presence of basalt, and the white line marks the ppv phase transition. c, d Evolution
of the amount of basalt in the lowermost 300 km of the mantle, for a crustal thickness of 30 km and different ppv viscosities (c), and for a ppv weakening
factor of 100 and different crustal thicknesses (d). Lines representing the models in (a) and (b) are annotated.
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viscosity, thin crust) change the convective planform to only have
one subducted slab (panels a–d, g, h), whereas fast accumulation
of basalt (intermediate ppv viscosity, thick crust) can suppress the
formation of strong plumes (panels e, i, j).

Only if basalt segregation is fast and entrainment in plumes is
low can thermochemical structures at the CMB grow efficiently.
To estimate under which conditions this is the case, we can
analyze the timescales of these processes (Fig. 4). In its simplest
form, basalt segregation can be considered as an instability of an
interface between two materials of different densities, i.e., a
Rayleigh–Taylor instability. The characteristic growth time of
such an instability40 (Fig. 4a) is

τseg ¼
13:04ηppv
Δρgh

ð1Þ

where ηppv is the ppv viscosity, Δρ is the density difference
between basalt and pyrolite, g is the gravitational acceleration,
and h is the crustal thickness. Basalt can segregate if the crustal
layer becomes unstable before it is carried back upwards with the
large-scale mantle flow, or in other words if the growth time is
small compared to the characteristic time scale of convection. We
can approximate this time as

τconv ¼
scon
ucon

¼ πrCMB

4nplumesucon
ð2Þ

where ucon is the characteristic speed of convection and scon is a
characteristic distance between downwellings and upwellings,
which in our models can be approximated as scon= 2πrCMB/
(8nplumes) (with rCMB being the radius of the CMB and nplumes the
number of plumes in a given model). The factor of 8 arises
because our model geometry is a quarter spherical shell, and the
distance between upwellings and downwellings is half the
distance between two plumes. However, segregated basalt will
only remain at the base of the mantle if this characteristic time
scale of convection is short compared to the onset time of
thermochemical plumes τplume (Fig. 4b), which can be calculated

by solving the equation41

Racrit ¼
ραgΔTðδ � hÞ3

ηppvκ
1� h

δ

� �
ð3Þ

for the critical thickness of the thermal boundary layer δ, given
the density ρ, the thermal expansivity α, the temperature contrast
ΔT across the thermal boundary layer at the CMB, and the
thermal conductivity κ. Note that this approximation is only valid
as long as the basaltic layer does not convect internally. Using the
solution for δ from (3), the breakaway time of a plume40 is then
calculated as τplume ≈ 0.185δ2κ−1. Only if τseg≲ τconv≲ τplume,
basalt can accumulate effectively at the base of the mantle.

This effect is illustrated in Fig. 3b, which compares the flow of
basalt into and out of the model throughout the last 200 Myr of
its evolution: For weak ppv and thin crust (small τplume),
entrainment of basalt in plumes is so efficient that the inflow and
outflow are equal. In this case, as much basalt is brought to the
CMB region by subducted slabs as is carried upwards again, and
basalt accumulates only in a short initial phase (see Figs. S3 and
S4). While this allows some small basaltic piles to form at the base
of plumes (Fig. 2), these piles do not continue to grow over time.
On the other hand, for the thick crust and high ppv viscosities
(large τplume), the inflow is larger than the outflow, allowing for
consistent basalt accumulation at the CMB over time. However,
high ppv viscosities do not allow basalt to segregate fast enough to
accumulate efficiently at the CMB (large τseg). Therefore, the
growth rate of these basaltic piles generally increases with
decreasing ppv viscosity (Fig. S4) until ppv is weak enough that
basalt entrainment into plumes becomes so efficient that it
compensates for the increased basalt inflow due to faster
segregation. This compensation also indicates the change in
trends from an increased size of basaltic piles for lower ppv
viscosity to a reduced size (for any given crustal thickness, as
shown in Fig. 3a, b). Therefore, there is an optimum value of the
ppv viscosity that allows for the fastest growth of basaltic
structures at the CMB, with the specific value depending on the
crustal thickness.

Fig. 2 Basaltic accumulation at the end of the model evolution after 400 Myr. Blue-to-red background colors illustrate temperature, and green colors
indicate the presence of basalt. The white line marks the ppv phase transition. Full model evolution is shown in Movies S7–22. Each panel shows a different
model, with ppv being 1000× weaker than bridgmanite (a–d), 100× weaker (e–h), 10× weaker (i–l) or no viscosity reduction (m–p), and crustal thickness
increasing from 10 km (d, h, l, p) to 40 km (a, e, i, m).
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Dynamically, this compensation between basalt inflow and
outflow occurs when the thermal boundary layer at the CMB
becomes convectively unstable in the time it takes basaltic
material to laterally move from where slabs impinge on the CMB
to where plumes rise (τconv > τplume, see Fig. 4b). This instability
manifests as small plumes rising within the ppv layer that move
towards and merge within the upwellings that are part of the

large-scale mantle flow system (Figs. 2 and 3b–d). Because the
smaller thermal instabilities within the ppv layer have to push
through the crustal layer of the subducted slab to rise, they
transport basaltic material upwards and facilitate its entrainment
in the larger-scale upwellings. Without these instabilities, basaltic
material can more easily accumulate at the base of large
upwellings where the flow converges. Therefore, small-scale
instabilities of the thermal boundary layer dramatically increase
the amount of basalt being transported away from the CMB. The
effect is also visible in the plume morphology in Fig. 2: In models
where plumes feature internal thermal heterogeneities resulting
from the merging of smaller plumes (τconv > τplume), basalt inflow
is compensated by outflow (grey area in Fig. 3b). Conversely, in
models where temperatures in the plume conduit gradually
decrease from the center outwards with no smaller-scale internal
structure (τconv < τplume), the basalt inflow substantially exceeds
the outflow (green area in Fig. 3b). The growth rate of these
instabilities depends both on ppv viscosity (lower viscosities
increase the internal Rayleigh number of the ppv layer) and
the crustal/slab thickness (thicker slabs bring more cold and
dense material towards the CMB, increasing the time it takes to
heat up enough material to form a plume), explaining the
changing trends in basalt accumulation throughout the whole
parameter space.

Our analysis also explains why previous studies came to
strikingly different conclusions on the effect of low-viscosity ppv.
One34 uses a low crustal thickness (6 km at the surface, 9 km at
the top of the lower mantle) and a viscosity reduction factor of
100. Therefore, the model with weak ppv crosses into the part of
the parameter space where entrainment in plumes is strong and
prevents basalt accumulation (Figs. 2d, h, l, p and 3a). Conversely,
other models35 features a thick crust (limited by the ~ 45 km
model resolution) and a viscosity reduction factor of 1000. For
this parameter combination, the enhanced segregation due to
weaker ppv still dominates and leads to more basalt accumulation
(Figs. 2a, e, i, m and 3a). A third set of models38 features a crustal
thickness that decreases from 40 to 10 km over time and ppv that
is weaker by a factor of 50, explaining the finding that at first,
weak ppv causes faster basalt accumulation but eventually leads to
increased entrainment and smaller basaltic piles. Our study
therefore reconciles the contradictory results of previous models
and provides a framework for how to interpret their conclusions.
Note, however, that this analysis (both in our and previous
studies) depends on the assumption that there is a ubiquitous
layer of ppv above the CMB, which is still debated (for a detailed
discussion, see the Model limitations section in the Methods). In
the following, we discuss the plausibility of our results using
observational constraints and derive consequences for Earth’s
evolution.

Fig. 3 Basalt inflow, outflow, and accumulation rates. a Basalt
accumulation in the lowermost 300 km of the model after 400 Myr of
evolution. Circle size and color indicate basalt mass. b Flow of basalt out of
the model, averaged over the last 200 Myr of model evolution (colored
circles), compared to the basalt inflow (orange circles). Circle sizes indicate
inflow/outflow rates. In models with more inflow than outflow (indicated by
the orange rims), basalt steadily accumulates at the CMB. c, d Example
plume morphologies for the two regimes inflow= outflow (c) and
inflow > outflow (d). e Rate of basalt accumulation at the CMB, averaged
over the last 200 Myrs of model evolution. Rings with criss-cross patterns
mark the minimum and maximum rate allowed to grow the basaltic piles to
a volume comparable to today’s LLSVPs so that models where the radius of
the colored circle falls between the inner and outer radius of the shaded
ring match observations.
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Plume morphology. The merging of smaller plumes into larger
upwellings at low ppv viscosities also causes periodic variations in
plume volume flux visible as pulses within the modeled plume
conduits. Such pulses have previously been suggested for the
Iceland plume based on observations of V-shaped ridges propa-
gating outward from the Mid-Atlantic Ridge and away from
Iceland. These ridges are thought to result from temporal varia-
tions in melt production rate due to variations in plume
temperature42–44. Early estimates44 constrain the principal pulse
time scale to 5–6 Myr, with a superimposed scale of 2–3 Myr and
temperature variations of 30–35 K. A later study45 finds that
between 55 and 35Ma, small (5–10 K) fluctuations of plume
temperature have a periodicity of ~3 Myr, and after 35Ma,
fluctuations of plume temperature became larger (~25–30 K) and
have a periodicity of up to 8 Myr. The authors propose that the
periodicity is caused by boundary layer perturbations within the
convecting mantle.

To compare the periodicity in our models to these observa-
tions, we compute a power spectrum of the plume temperature in
the last 150 Myr of model evolution using a Fourier transform
(Figs. S8 and S9). This choice of time interval ensures plumes are
present in all models. The analysis shows that both higher ppv
viscosity and thicker subducted crust shift the spectral energy
towards lower frequency (longer time periods), with the viscosity
having a stronger effect. For the lowest values of both model
parameters, dominant frequencies approach 2 Myr and are,
therefore, near the minimum of what we can resolve with our
output time interval of 1 Myr. However, we confirmed in the
graphical output (see Fig. 2), based on the distance between
plume pulses and the upwelling velocity of the plumes, that the
periodicity is in the range of 1.7–2 Myr. For the highest viscosity
values, the periodicity approaches the averaging interval of 150
Myr. To match the observations and develop a 5–6 Myr (and
potentially 2–3 Myr) period, the viscosity reduction caused by
ppv would likely need to be 2–3 orders of magnitude.
Interestingly, as outlined above, models with these viscosities
accumulate basalt near the CMB only for large values of crustal
thickness of ~40 km. Therefore, if the periodicity in the Icelandic
plume is caused by temperature variations embedded into the
plume at the CMB, this would require both a moderate to low ppv
viscosity (reduction of factor 100–1000) and a large crustal/slab
thickness near the CMB. Determining if plume pulsations can
indeed act as a window into CMB processes would require
additional observations of the variability of hotspot activity and a
more focused modeling study.

Growth of basaltic piles throughout Earth’s history. To com-
pare the volume of basaltic piles predicted in our models to the
observed LLSVP volume—estimated to be between 1.6%27 and
8%46 of the mantle volume—we extrapolate the basalt accumu-
lation rate from the last 200 Myrs of model evolution throughout
Earth’s history. This extrapolation is only a first-order approx-
imation, which assumes a constant accumulation rate over a time
period of 3 Gyr, and that our models also apply to Earth’s 3D
geometry. Keeping these limitations in mind, our analysis
(Fig. 3e) shows that in models with at least 30 km crustal
thickness and 1–10× ppv viscosity reduction, the amount of basalt
accumulating at the CMB matches the observed LLSVPs. How-
ever, this estimate has large uncertainties, and the LLSVPs are
unlikely to consist entirely of subducted crust but rather a mix-
ture of different materials. Therefore, lower accumulation rates,
such as in the models with 30 km crustal thickness and 100×
viscosity reduction or 20 km crustal thickness and 1–10× ppv
viscosity reduction, can also be considered as feasible scenarios.
Conversely, all models with both low ppv viscosities and low
crustal thickness (bottom left in Fig. 3e) have minimal accumu-
lation rates that would make it unlikely for old recycled material
to be so closely associated with plumes. Note that the model with
the maximum accumulation rate (40 km thickness, 100× viscosity
reduction) over-predicts the observed LLSVP volume.

Considering that the basalt accumulation rate likely changed
over Earth’s history, we can use our models to discuss general
trends of this change. Our results show, in agreement with
previous studies5, that the oceanic crustal thickness governs the
efficiency of basalt accumulation at the base of the mantle. One
source of variability for this incoming oceanic crustal thickness is
the transition of slabs from the upper to the lower mantle
(outlined in the Methods), another source is mantle temperature.
Higher temperatures in Earth’s past likely led to more partial
melting at mid-ocean ridges and, therefore, to the formation of
thicker oceanic crust47. Furthermore, the presence of a layer of
dense material at the base of the mantle created by differentiation
processes early in Earth’s history would have facilitated basalt
segregation from slabs36. Consequently, one might assume that
most basalt accumulation occurred early after the onset of
subduction38. However, while higher mantle temperatures likely
support the segregation of crust, they would also decrease the
mantle viscosity and therefore increase its Rayleigh number.
Viscosity affects both segregation and entrainment, making its
overall effect on basalt accumulation difficult to predict5. In
addition, the thickness of the ppv layer would be reduced in a

Fig. 4 Analytically estimated characteristic time scales of basalt segregation, transport, and entrainment. a Time scales of segregation of basaltic crust
τseg and b onset of thermo-chemical plumes τplume for different crustal thicknesses (indicated by line colors) are compared to the time it takes for the
basaltic layer to be transported along the CMB from a downwelling to an upwelling (τconv, interface between blue and brown background colors). All
parameters are given in Table S2.
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hotter mantle due to the strong positive Clapeyron slope of its
phase transition (visible in plumes in Fig. 2). Ppv may not have
been stable in hot regions or only formed a very thin layer above
the CMB. Therefore, the relationship between weaker ppv and
increased basalt entrainment might not be valid earlier in Earth’s
history. However, since cold subducted slabs would still undergo
the transition to ppv, it is likely that the weakening effect would
still facilitate basalt segregation. While the complexity of all
processes involved makes it difficult to predict the exact effects of
an increased mantle temperature without models tailored to this
question, both the increased crustal thickness and the diminished
presence of ppv in hot regions make it likely that basalt
accumulation would have been faster in the past compared to
today. This also has implications for the thermal evolution of the
Earth since the accumulation of basaltic material at the CMB can
have an insulating effect on the core48,49.

Methods
We compute our models using the geodynamic modeling soft-
ware ASPECT50–54. We solve the equations for compressible
mantle convection, considering only viscous stresses, and assume
that the viscosity is isotropic and the material is near-incom-
pressible, making the bulk viscosity very small40. Specifically, we
formulate the conservation equations for mass, momentum and
energy as follows:

�∇ � 2η_ε
� �þ ∇p ¼ ρg; ð4Þ

∇ � ðρuÞ ¼ 0; ð5Þ

ρCp
∂T
∂t

þ u � ∇T
� �

� ∇ � ðk∇TÞ ¼ ρQþ 2η_ε : _εþ αTu � ∇p

ð6Þ
where u is the velocity, _ε is the deviatoric strain rate, p the
pressure and T the temperature. Additionally, η is the viscosity, ρ
is the density, g is the gravity vector, Cp is the specific heat
capacity of the material, k is the thermal conductivity, Q is the
intrinsic specific heat production, and α is the thermal expansion
coefficient. All material properties may depend on the current
temperature and pressure.

To minimize numerical diffusion, we use particles52 to track
the evolution of the chemical composition. Specifically, our model
contains three distinct compositions, namely, pyrolite, harzbur-
gite, and mid-ocean ridge basalt. We assign each particle a
composition in terms of the fraction of each of pyrolite, harz-
burgite or basalt according to the initial conditions or the
boundary conditions in case of particles entering the model at a
later point. Throughout the model evolution, we interpolate from
the particles to the finite-element grid using a bilinear least
squares interpolator that includes a global limiter constraining the
compositions between 0 and 1. We advect the particles using a
second-order Runge–Kutta scheme55. To accurately track the
composition, we set a minimum number of 20 particles per cell,
enforced by adding new particles with properties being initialized
using the bilinear least squares interpolator discussed above. To
keep computational times tractable, we also enforce a maximum
limit of 320 particles per cell. This is necessary because an
adaptive mesh (see Geometry section) can drastically shift the
number of particles within a cell; the value is chosen as 16 times
the minimum number of particles to allow for two levels of mesh
refinement/coarsening without addition or deletion of particles.
These parameters lead to approximately 11 million particles
per model.

Geometry. The model domain (Fig. 5) is a quarter of a spherical
shell of the lower half of the mantle, extending 1500 km upwards
from the CMB to the mid-mantle. Therefore the model only
contains one major mantle phase transition: from bridgmanite to
ppv.

Using a 2D model focused on the lower mantle allows us to
achieve the required high resolution to model basalt segregation in
a low-viscosity layer. Specifically, we use an adaptive finite-element
mesh to discretize the model domain with a cell size between 4 and
12 km (depending on the refinement level and distance from the
CMB). To accurately track recycled material and to make sure we
resolve convective processes in the low-viscosity layer at the CMB,
we refine the mesh wherever the fraction of basalt or ppv is higher
than 10%. Since we use second-order finite elements for velocity,
we achieve a resolution of 2 km in horizontal and 3 km in vertical
direction in terms of distance between the quadrature points in the
low-viscosity layer above the CMB.

Equation of state. We compute the density, thermal expansivity,
and specific heat from look-up tables created with the global
Gibbs free energy minimization code HeFESTo3,56,57 for three
distinct chemical compositions58: pyrolite, harzburgite, and mid-
ocean ridge basalt (see Figure S7). These material properties
already include the effects of compressibility and phase transi-
tions. If a cell in our model contains a mix of these endmember
compositions, we assume a mechanical mixture and arithmeti-
cally average the material properties (based on a composition’s
volume fraction for density and thermal expansivity and based on
mass fractions for the specific heat). For simplicity, we use a
constant thermal conductivity of 9Wm−1 K−1 59.

Rheology. We use a published viscosity profile29, and our
rheology is temperature-dependent using an Arrhenius law, for-
mulated in a way that separates radial and lateral viscosity var-
iations:

ηðr;TÞ ¼ η0ðrÞ exp � HðrÞΔT
nRTrefT

� �
ð7Þ

η0(r) is the viscosity profile, and the activation enthalpy H(r) is
depth-dependent29. Tref is the reference temperature profile (the
initial mantle adiabat), ΔT= T− Tref the deviation from this
adiabat, n= 1 is the stress exponent, and R= 8.314 J K−1 mol−1

is the gas constant. Since we only model the lower mantle, we
assume that the dominant creep mechanism is diffusion creep.
We limit lateral viscosity variations due to temperature to four
orders of magnitude and in addition, we set a global minimum
and maximum viscosity of 1019 and 1025 Pa s, respectively.

To model the change in viscosity associated with the transition
to the ppv phase, we additionally multiply this viscosity by a
constant prefactor in the parts of the model where ppv is present.
We vary the value of this prefactor as part of our parameter study.
Since the look-up tables we use for the equation of state also
contain the dominant phase at a given temperature and pressure,
we can use them to determine where in the models ppv is stable,
depending on the local temperature, pressure and composition
(see Fig. S7). A sharp viscosity jump at the phase transition,
which changes its location with temperature and pressure, would
pose challenges for numerical solvers. To avoid these problems,
we smooth out the phase transition by solving a diffusion
problem with a diffusion length scale of 20 km.

Initial conditions. The initial mantle temperature follows an
adiabat based on a published geotherm60,61, resulting in a tem-
perature of 2300 K and a pressure of 59.5 GPa at the model top,
1500 km above the CMB. The adiabat is then calculated based on
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the material properties of pyrolite computed with HeFESTo (see
Equation of State). This results in a pressure of 136 GPa at the
CMB. Near the CMB, the initial temperature is superadiabatic in
a thin thermal boundary layer, computed using a half-space
cooling model with a boundary layer age of 10 Myr and a CMB
temperature of 3773 K. Furthermore, the temperature deviates
from the adiabat at the initial location of the two subducted slabs
entering the model. We define the slabs as in a previous study36,
using a Gaussian temperature anomaly with a peak amplitude of
−625 K centered at a distance of one-third of the slab thickness
from the original top of the slab. The width of the Gaussian is a
model parameter that we vary together with the thickness of the
crust. The initial length of the slabs is 13,000 km, and they enter
the model vertically. Prescribing the location and thermal struc-
ture of subducted slabs allows us to make slab morphology a
model parameter rather than including realistic subduction
dynamics in our model, which is a complex problem in itself and
goes far beyond the scope of this study.

The initial chemical composition in the model is pyrolitic
except for the two subducted slabs. As in a previous study36, the
slabs are assumed to have a basaltic crust and a harzburgitic
lithosphere that is 10 times as thick as the crust. Within this
lithosphere, the composition changes linearly from 100%
harzburgite at the top (where it borders the crust) to 0%
harzburgite at the bottom. The crustal thickness is a model
parameter varied between 10 and 40 km (and then in turn
controls the thickness of the whole slab). Figure 5 shows the
initial composition of a crust with 30 km thickness. The reasoning
behind a thicker oceanic crust than observed at the Earth’s surface
is that subducted slabs are expected to thicken on their way from
the upper to the lower mantle by a factor of 2–562. This behavior
is visible in seismic tomography62 and is inferred to be caused by
a decrease in slab sinking speed in the lower mantle due to the
increase in viscosity with depth36. This initial condition relies on
a very specific assumption about the slab morphology when
transitioning to the lower mantle and does not take into account
slab buckling, folding, stagnation, or avalanche events63, which
would lead to a different distribution of crustal material in the
lower mantle. We nevertheless use this slab geometry to make our
models comparable to previous studies.

Boundary conditions. The bottom boundary is closed and allows
for free slip, while the top boundary is an open boundary with a
fixed pressure. Both side boundaries are periodic. We deal with
the rotational null space introduced by these boundary conditions
by setting the net rotation in the model to zero.

The temperature at the bottom boundary is set to 3773 K. At
the top boundary, both the temperature and the chemical
composition are only prescribed on those parts of the boundary
where material flows into the model and are set to the initial
conditions in these locations. We let all models evolve for
400 Myrs.

We note that these boundary conditions, together with the
slope of the bridgmanite to ppv phase transition given by mineral
physics data3, result in a ubiquitous presence of ppv at the CMB,
with ppv being stable in hot regions as well. This is consistent
with recent experimental data64.

Table S1 provides a summary of model parameters.

Incompressible models. To determine the impact of the slab
density structure on basalt segregation from the slab and to
explain discrepancies between previous studies (as outlined in
Section Impact of the slab density structure), we created a set of
incompressible models using the same density contrasts between
basalt, pyrolite, and harzburgite as in35 and34, and an additional
setup using density contrasts based on thermodynamic data3. The
exact values are listed in Table 1. In these simplified models that
also do not include adiabatic heating or shear heating, the phase
transition to post-perovskite occurs 300 km above the CMB and
has a Clapeyron slope of 7MPa K−1. We use a constant thermal
expansivity of 10−5 K−1 and a specific heat capacity of
1000 J kg−1 K−1. The viscosity follows an Arrhenius viscosity law
with a reference temperature of 2500 K at 1022 Pa s and an acti-
vation enthalpy of 320 kJ mol−1, and is, therefore, lower than in
the more realistic models. The initial mantle temperature profile
is set to the reference temperature of 2500 K. All of these para-
meters are taken from36. All other parameters are the same as in
our compressible models described above.

Model limitations. Our models rely on a number of assumptions
about lower mantle dynamics that limit the conclusions we can

Fig. 5 Model setup. Our model includes the lower 1500 km of the mantle (inside the dashed white line). The open top boundary allows two slabs with a
prescribed temperature and composition to enter the model. Colors within the white dashed outline illustrate the initial composition, with brown
representing pyrolite, white representing harzburgite, and green representing basalt. The inset illustrates the mesh and particle distribution.
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draw from them. As outlined in the Initial Conditions section, a
more complex slab morphology would alter the distribution of
basaltic crust entering the lowermost mantle. In addition, the
choice of thermodynamic properties for all mantle materials
(which are computed from a mineral physics database3, but come
with uncertainties) affects the balance between buoyancy forces
on the one hand, which facilitate segregation and basalt accu-
mulation, and viscous forces on the other hand, which facilitate
entrainment of basalt into plumes. This balance is further influ-
enced by using a 2D model geometry, which overemphasizes the
effect of entrainment in plumes compared to the 3D Earth36,65.
Beyond that, the slab sinking speed in our models is determined
by the negative buoyancy of the slab alone, whereas on Earth, the
amount of subducted material that will later enter the lower
mantle is likely controlled by the plate configuration and driving
and resisting forces in the upper mantle. Therefore, the net inflow
of basaltic material into the lower mantle would be independent
of the amount of slab thickening, whereas in our models, thicker
slabs carry basalt into the lower mantle at a higher rate. The main
conclusions of our study rely on the general competition between
buoyancy and viscous forces and therefore remain valid despite
these limitations. This line of reasoning is also supported by good
agreement with previous studies (see the section on Growth of
basaltic piles throughout Earth’s history in the main text).
However, the exact accumulation rates and the values of post-
perovskite viscosity and crustal thickness where increased
entrainment becomes dominant over increased segregation might
be shifted in the Earth compared to our models.

Another important assumption in our models is the ubiquitous
presence of ppv in a thin layer above the CMB (see Rheology and
Boundary Conditions), which results from the ppv phase
transition Clapeyron slope given by the mineral physics data we
use3 (see Fig. S7, ~9MPa K−1) and its assumed anchor point on
the adiabat (~120 GPa and ~2650 K). While there is agreement
that the Clapeyron slope is strongly positive, the exact value is still
debated and likely depends on the material composition. A larger
Clapeyron slope would imply a thinner ppv layer in hot regions,
possibly delaying the ascent of plumes while still allowing for the
segregation of basaltic material in cold regions. This could lead to
a slightly higher rate of basalt accumulation, as discussed in the
main text for Earth’s past. However, for extreme values of the
Clapeyron slope > 14MPa K−1 (and our CMB temperature of
3773 K), ppv would not be stable directly at the CMB or in hot
regions just above. Similarly, higher CMB temperatures or an
anchor point with a higher pressure could prevent the ubiquitous
presence of ppv above the CMB. We speculate that this would
substantially reduce the plume volume flux and the amount of
basalt that plumes would remove from the CMB region and lead
to significantly higher rates of basalt accumulation at the CMB,
especially for low ppv viscosities.

Data availability
We provide all data necessary to reproduce our results as a data publication on Zenodo66

(https://doi.org/10.5281/zenodo.10067794). This includes ASPECT input files, the results
of our model analysis as described in the manuscript (basalt mass, inflow, outflow,

accumulation rate, etc.), and the plotting scripts needed to reproduce the diagrams in this
manuscript.

Code availability
Our models were run using a modified version of ASPECT 2.4.0-pre (commit c2f3022fb),
which is freely available on Github (https://github.com/jdannberg/aspect/tree/ppv_
viscosity_smoothed). We utilized the library deal.II67, Trilinos68, and p4est69, and we
created our figures using ParaView70, python/matplotlib71, and Inkscape.
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