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Skilful predictions of the Summer North Atlantic
Oscillation
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The Summer North Atlantic Oscillation is the primary mode of atmospheric variability in the

North Atlantic region and has a significant influence on regional European, North American

and Asian summer climate. However, current dynamical seasonal prediction systems show

no significant Summer North Atlantic Oscillation prediction skill, leaving society ill-prepared

for extreme summers. Here we show an unexpected role for the stratosphere in driving the

Summer North Atlantic Oscillation in both observations and climate prediction systems.

The anomalous strength of the lower stratosphere polar vortex in late spring is found to

propagate downwards and influence the Summer North Atlantic Oscillation. Windows of

opportunity are identified for useful levels of Summer North Atlantic Oscillation prediction

skill, both in the 50% of years when the late spring polar vortex is anomalously strong/weak

and possibly earlier if a sudden stratospheric warming event occurs in late winter. However,

we show that model dynamical signals are spuriously weak, requiring large ensembles to

obtain robust signals and we identify a summer ‘signal-to-noise paradox’ as found in winter

atmospheric circulation Our results open possibilities for a range of new summer climate

services, including for agriculture, water management and health sectors.
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Skilful predictions of seasonal climate variability that can be
used by government and industry planners are important for
a resilient society. In our rapidly changing climate this need is

increasingly important as interannual variability can either mask or
exacerbate the climate impacts due to global warming. The summer
season is of particular concern given the increasing frequency and
severity of heatwaves1 and drought conditions that can negatively
impact agriculture, human health and water resources. In the
North Atlantic sector, European and North American summer
climate variability are partly driven by large-scale modes of
atmospheric circulation. Whilst less studied than in winter, some
progress has been made in understanding/predicting the second
most dominant mode of variability, the Summer East Atlantic
(SEA) pattern. Studies have linked the SEA pattern to both heating
anomalies in the sub-tropical Pacific/Caribbean regions2,3 and to
precursor sea surface temperature (SST) anomalies in the North
Atlantic4. North Atlantic sector summer climate variability has also
been linked to decadal variability in North Atlantic SSTs5,6.
However, the drivers and seasonal predictability of the dominant
mode of North Atlantic circulation variability, the Summer North
Atlantic Oscillation (SNAO7), are still largely unknown.

The summer (June–August, JJA) observed SNAO pattern is
shown in Fig. 1a (see Methods), and accounts for 37% of the
regional variance in mean sea level pressure over the 1979–2022
period. We note that this is significantly more than the 22%
reported previously8 over an earlier period (1899–2001) and is
explained by increased SNAO variance from 2007. The SNAO
pattern is shifted poleward and tilted with respect to the winter
NAO, with centres of action over Greenland and north-west
Europe. As in winter, the SNAO is intimately linked with the
position and strength of the North Atlantic jet streams and storm
tracks9. A positive (negative) phase of the SNAO represents a
northward (southward) shift of the tropospheric jets (Fig. 1b)
which show coherence not just across the North Atlantic sector
but also across the Eurasian continent to East Asia (Fig. 1b, c).
The SNAO has profound surface climate impacts over north-west
Europe (Fig. 1d, e), for example the UK is strongly impacted by
the SNAO due to its location at the southern SNAO node (cor-
relation r=−0.77 with UK observed rainfall and r= 0.53 with
detrended temperature over 1979–202210). Significant SNAO
correlations are also found with surface climate over south-
eastern Europe11, North America12 and central China13.

Fig. 1 Characterising the observed SNAO, its relationship to jet variability and surface summer climate impacts. a MSLP regressed on to the 1st
principal component associated with the 1st EOF of summer ERA5 MSLP calculated over the North Atlantic domain [90E-40W, 20-70 N] and accounting
for 37% of the variance. Green boxes show regions used to calculate SNAO index25. b the SNAO index correlated with the field of ERA5 upper level 300
hPa winds. Green box shows region used to calculate North Atlantic sector winds for cross-section plots in Figs. 3a, b and 5a. c the 1st EOF of upper level
300 hPa winds calculated over the extended domain shown and accounting for 20% of the variance. Contours in (b, c) are climatological 300 hPa zonal
wind to highlight the position of the jets (contours plotted at 15 and 20m/s). The SNAO index correlated with the ERA5 fields of summer precipitation (d)
and linearly detrended 2m air temperature (e). Stippling shows correlations significantly different from zero at the 90% confidence level according to a
2-sided Student’s t test.
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Key advances have been made in the last decade in predicting
the winter North Atlantic Oscillation on seasonal14–16,
interannual17 and decadal18 timescales using dynamical initi-
alised near-term climate prediction systems. In contrast, however,
these systems do not show significant skill for the SNAO19. For
example, the eight seasonal prediction systems in the C3S archive
assessed over 1993–2016 (see Methods) have SNAO prediction
skill ranging from r=−0.32 to r= 0.04 and even the multi-
model mean (202 members) shows negative skill (r=−0.19)19.
There are good physical reasons why we may expect extratropical
boreal summer circulation to be less predictable than winter20,21.
Boreal summer coincides with reduced amplitude tropical Pacific
El Nino Southern Oscillation (ENSO) variability. During winter
ENSO drives extratropical climate predictability via the poleward
propagation of planetary waves22, however these are partly
inhibited in summer by the development of climatological east-
erly winds in the sub-tropics. Finally, whilst stratosphere-
troposphere coupling plays a key role in winter circulation
predictability23,24 it was not previously thought to influence the
SNAO given the stratospheric polar vortex collapse prior to
summer21. However, this view was recently challenged when a
significant empirical correlation was noted between the observed
late spring stratosphere and the SNAO25. Here we use large
ensembles of near-term climate predictions, and perturbation
experiments, to identify that a robust and causal influence of the
stratosphere on the SNAO exists, to understand the mechanism
and assess windows of opportunity for skilful real-time SNAO
prediction.

Results
Stratospheric precursor to SNAO in observations and climate
model simulations. We search for possible circulation precursors
to the SNAO by correlating the zonal mean zonal wind in May
with the SNAO index. We examine both ERA5 reanalysis26 and
the retrospective predictions (hindcasts) of the Met Office
DePreSys317 (hereafter the ‘model’, see Methods) near-term cli-
mate prediction system starting every 1st May over the 44 year
period 1979–2022 (Fig. 2a, b). We find significant correlations in
the May polar stratosphere (>60 N) in both ERA5 and the model
ensemble mean, whereas in contrast only weaker correlations are
found in the troposphere. This suggests that an anomalously
strong stratospheric polar vortex in May could drive a positive
SNAO, corresponding to a stronger and poleward shifted summer
North Atlantic jet. This is consistent with our understanding of
stratosphere-troposphere coupling in winter months27,28 whereby
an anomalous strengthening (weakening) of the polar vortex
exerts a lagged downward influence promoting westerly (easterly)
tropospheric wind anomalies in mid-latitudes. To further quan-
tify this unexpected stratospheric influence, we create a May polar
vortex index (MPVI) in the lower stratosphere (50 hPa, see
Fig. 2a, b and Methods) and find significant correlations to the
SNAO in observations r= 0.38 (p= 0.01) and the model
ensemble mean r= 0.43 (p < 0.01). However, a direct model-
observation comparison would use individual model ensemble
members, and so we produce a distribution (Fig. 2c) showing the
range of possible MPVI-SNAO correlations in single member
realisations (see Methods). On average, we find only a weak
MPVI-SNAO correlation in the ensemble members (r= 0.1,
p= 0.5) and the observed correlation is outside the model 5–95%
range, suggesting a spuriously weak model teleconnection. As a
result, large ensemble sizes needed to be averaged to extract the
predictable signal and hence reveal a robust relationship (Fig. 2d).
We also assess this MPVI-SNAO relationship in the NCAR
SMYLE29 near-term prediction system (which also has 1st May
hindcasts over 1979–2019, see Methods). We again find a robust

relationship (r= 0.32, p= 0.04—green star in Fig. 2d) which is
close to that from DePreSys3 when allowing for the reduced
ensemble size.

This robust connection between the late spring stratosphere
and the SNAO in observations and two climate prediction
systems is unexpected due to the breakdown of the polar vortex in
boreal spring21 after which winds become easterly, prohibiting
subsequent vertical propagation of Rossby waves30 and further
stratosphere-troposphere coupling. This ‘final warming’ is driven
by a combination of the seasonal increase in radiative heating of
the polar region and variability in the dynamical upward
planetary wave activity. At the 10 hPa level, commonly used to
measure polar vortex strength and monitor sudden stratospheric
warming (SSW) events, the mean final warming date is at the end
of April31 so a downward influence on the SNAO might seem
unlikely given its characteristic 2–4 week propagation timescale.
However, because the seasonal increase in radiative heating first
happens in the upper stratosphere, the vortex essentially collapses
from the top-down. The vortex can therefore persist32 in the
lower stratosphere (50 hPa) where the mean final warming date is
almost a month later in late May31 and can be as late as mid-June.
Indeed, we find a robust correlation (r= 0.60, p < 0.001) between
the MPVI and the final warming date at 50 hPa, indicating that
an anomalously strong MPVI corresponds to a late breakdown of
the stratospheric polar vortex and vice-versa.

Downward propagation and the early summer North
Atlantic jet. The mechanisms whereby information descends
from the stratosphere to impact the surface have been studied for
several decades. An anomalously strong/weak vortex provides a
positive/negative potential vorticity (PV) anomaly that needs to
be eroded before an SSW, or final stratospheric warming, can take
place. This means that, for a given source of polewards PV flux
from Rossby wave breaking, the timing of the resulting SSW (or
final warming) will be modulated accordingly. It is now under-
stood that whilst the direct tropospheric impact of a stratospheric
signal would be small33,34, eddy feedback within the troposphere
acts to generate the magnitude and spatial nature of the observed
tropospheric response28,35–37. In particular, the shift in latitude of
the tropospheric jet in response to perturbations to the strato-
spheric polar vortex strength requires dynamical feedback38.
These mechanisms apply to stratospheric final warmings just as
they do to SSWs. Indeed, the different surface impacts of early
and late (or dynamical and radiative) final warmings on the
surface have been previously noted31,39,40.

We assess the downward influence by correlating the MPVI
with the summer North Atlantic sector monthly mean zonal
winds (green box in Fig. 1b). Both the observed and model
ensemble mean again show significant correlations in the May
stratosphere only and then a downward propagation of the signal
into the troposphere in June (Fig. 3a, b). This is particularly clear
in the model ensemble mean and significant correlations persist
into July but weaken by August. To examine the spatial structure
of the downwards signal we plot correlation maps of MPVI with
summer upper troposphere zonal winds (U300, Fig. 3c, d). In
both the observations and model we find that positive MPVI
drives a northward shift of the jet, as expected for a positive phase
of the SNAO (c.f. Fig. 1b), and similarly coherent circulation
anomalies stretching across the Eurasian continent.

To further probe the causality of the MPVI-SNAO connection,
we perform a simple perturbation experiment to isolate this
atmospheric mechanism from that driven by predictable changes
in the ocean. We select a year with near neutral MPVI and SNAO
and replace only the atmosphere initial conditions on 1st May
with those from the three strongest and weakest MPVI years (see
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Methods). The results of the experiment do indeed support a
causal link, showing a significant circulation response (Fig. 3e)
with a northward shift of the North Atlantic jet (i.e. a positive
SNAO) being driven by positive MPVI anomalies.

Real-time SNAO prediction and windows of opportunity.
Despite identifying a robust causal mechanism, we note that the
observed MPVI would be unknown until after the start of June

and so could not be used for real-time SNAO predictions ahead
of summer. However, due to high stratospheric monthly pre-
dictability, MPVI is very well predicted by the model ensemble
mean (r= 0.91) and hence MPVI predictions available in early
May can be used as a real-time predictor of observed SNAO
(Fig. 4a, r= 0.40, p= 0.01). Whilst statistically significant, this is
a modest level of skill and hence of limited value to users.
However, significant MPVI anomalies do not occur every year
and so we re-evaluate skill for the almost half of years (21 of 44)

Fig. 2 Precursor SNAO signals in the late spring stratosphere. SNAO index correlated with the preceding May zonal mean zonal winds plotted as a
latitude-height cross-section in ERA5 (a) and the model ensemble mean (b). Dashed horizontal line shows the approximate location of the tropopause,
green boxes show the location of the box used to define the MPVI and stippling shows correlations significantly different from zero at the 95% confidence
level according to a two-sided Student’s t test. c Histogram showing the distribution of model member correlations between the MPVI and SNAO. Pink
solid and dashed vertical lines show the mean of the model member correlations and the 5-95% interval respectively, red vertical line shows the ensemble
mean MPVI vs SNAO correlation and the black vertical lines shows the equivalent observed estimates from ERA5 and NCEP-R2 reanalyses62. d The
strength of the SNAO vs MPVI correlation (red curve) as a function of ensemble size, with the black horizontals line showing the equivalent observed ERA5
and NCEP-R2 values. The green star shows the strength of SNAO vs MPVI correlation using the NCAR-SMYLE29 prediction system for comparison (see
Methods).
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when the MPVI is forecast to be ‘active’ (>1 m/s anomaly). We
then obtain a higher level of skill (r= 0.55, Fig. 4a) with the hit
rate also increasing from 61% to 71% for predicting the SNAO
sign. Hence approximately every other year, we can expect a
window of opportunity to make a potentially useful SNAO
prediction.

Earlier, we highlighted that eight operational seasonal predic-
tion systems have no significant skill for dynamical SNAO
predictions (over 1993–2016) and we find the same here over the

longer 1979–2022 period, as shown in Fig. 4b (r= 0.22, p= 0.15).
However, we use our new understanding of the role of the late
spring stratosphere to re-evaluate dynamical SNAO skill using
only the 21 years with a forecast active MPVI and find improved
and significant skill r= 0.42 (p= 0.05, Fig. 4b). Whilst this is still
lower than the r= 0.55 obtained from using the predicted MPVI
as a predictor for the observed SNAO, it is a marked
improvement. Differences primarily arise from a small number
of years, e.g. 2006 where the model SNAO did not follow the

Fig. 3 Downward propagation of late spring stratospheric anomalies.MPVI correlated with the monthly zonal mean winds over the North Atlantic sector
(50–65 N, green box in Fig. 1b) plotted as a latitude-height cross-section in ERA5 (a) and the model ensemble mean (b). Solid vertical lines indicate the
start and end of boreal summer, dashed horizontal line shows the approximate location of the tropopause, green stars indicate the location of the MPVI.
MPVI correlated with subsequent summer upper level 300 hPa zonal winds in ERA (c) and model ensemble mean (d), contours are climatological 300 hPa
zonal wind to highlight the position of the jets (contours plotted at 15 and 20m/s). Stippling in (a–d) shows correlations significantly different from zero at
the 90% confidence level according to a two-sided Student’s t test. e Impact of the MPVI on summer upper level 300 hPa zonal winds as diagnosed by
perturbation experiments that switch atmospheric initial states to separate atmosphere and ocean drivers (Methods). Differences (m/s) are plotted
between the average of the three positive and three negative MPVI states and stippling shows locations where these are significant at the 95%
confidence level.
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predicted MPVI index, and further investigation may be fruitful
to understand this.

Given significant dynamical SNAO skill during active MPVI
years, we can now assess whether spuriously weak summer
predictable signals are present as found for winter North Atlantic
circulation14–17,41,42. We find that the skill of the model SNAO in
predicting the real-world SNAO rises slowly as a function of
ensemble size (Fig. 4c) and is still increasing at 40 members.
However, the average skill of the model ensemble in predicting
itself (a single randomly chosen member) is significantly lower
(Fig. 4c, green line) with correlation of only r= 0.14. This is very
similar to that found for seasonal predictions of the winter
NAO16,17,42 with the model having higher skill in predicting the
real-world than itself. This ‘signal-to-noise paradox’ implies
spuriously weak predictable forced model signals relative to the
internal noise and can be quantified by calculating the ratio of

predictable components (RPC, see Methods) with an RPC > 1
indicating weak model forced signals. We find RPC= 3.0 for
dynamical SNAO predictions during active MPVI years, similar
to seasonal winter NAO predictions (RPC= 2.317).

Understanding the source of the winter signal-to-noise
paradox has been an active research endeavour for almost a
decade now. One of the currently favoured explanations is that
weak model atmospheric eddy feedback43,44 may give spuriously
weak predictable signals. This could also explain the weak SNAO
signals found here but other hypotheses include weak model
ocean-atmosphere coupling4. One conceptual picture of the
signal-to-noise paradox, consistent with either weak model eddy
feedback or ocean-atmosphere coupling, is that the model has a
reduced persistence of atmospheric circulation ‘regimes’45. We
assess the persistence of the SNAO through the summer months
by correlating the SNAO calculated in June with that in

Fig. 4 Windows of opportunity for skilful SNAO prediction and spuriously weak model signals. Standardised timeseries of ERA5 SNAO and the model
predicted MPVI (a) and the model predicted SNAO (b). In both panels, all years are shown in the background, whilst the 21 years where the model
predicted MPVI is ‘active’ (>±1 m/s) are plotted in the foreground. c model SNAO skill in predicting ERA5 SNAO (red) and itself (i.e. perfect predictability,
green) as a function of ensemble size during active MPVI years. The switch to a thicker green line indicates the ensemble size where the model skill in
predicting the observed SNAO is significantly higher than the skill of the model predicting itself. d histogram showing the distribution of the strength of
SNAO persistence through the summer measured by SNAO in June correlated with SNAO in July/August. Solid and dashed vertical lines show the model
member mean average and 5–95% intervals, respectively, the solid red vertical line shows the ensemble mean persistence and the vertical black line shows
the ERA5 SNAO persistence.
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July–August using all 44 years. Across individual model members
we find very weak persistence of SNAO from June to July–August
(Fig. 4d, r= 0.02 with a 5–95% range of r=−0.23 to r= 0.29),
whereas the observed persistence is much stronger (r= 0.39), as
is the model ensemble mean (r= 0.23). Hence model members
appear to have spuriously weak SNAO persistence, which should
be explored further to understand the source of the SNAO signal-
to-noise paradox.

Connection to late winter SSWs. Whilst much of the MPVI may
be driven by internal variability, it is interesting to consider
possible pre-cursor behaviour. Here we explore whether a late
winter SSW event, the most extreme example of stratosphere
polar vortex variability, may drive subsequent MPVI variability

using observed reanalysis data. We identify 12 observed SSW
events that occur in late winter between 1st February and the 15th
March that are distinct from the ‘final warming’46,47 (see Meth-
ods). We calculate the composite difference between the evolution
of these years and the other 32 years for North Atlantic circula-
tion (Fig. 5). As expected, easterly stratospheric wind anomalies
associated with the SSW are seen in February/March and these
propagate down with the typical 2–4 week timescale to drive
easterly tropospheric wind anomalies in March/April (Fig. 5a, b),
consistent with a negative winter NAO. These easterly wind
anomalies act to reduce the upward wave flux, which reduces the
dynamical heating in the stratosphere. Hence, as the upper
stratosphere cools radiatively after the SSW, it overshoots the
climatological temperature48, resulting in an anomalously strong
polar vortex seen at 10 hPa in April. This signal descends to the

Fig. 5 Long-lasting influence of a late winter SSW. All panels are composite differences of observed ERA5 data for the 12 years in which an SSW occurred
between 1st February and 15th March against the remaining 32 years (see Methods). a the composite difference for monthly zonal mean winds (m/s) over
the North Atlantic sector (50–65N, green box in Fig. 1b) plotted as a latitude-height cross-section in ERA5 from February through to September. Composite
differences for ERA5 upper troposphere 300 hPa zonal winds (m/s) in March (b) and summer (c), contours are climatological 300 hPa zonal wind to
highlight the position of the jets (contours plotted at 15 and 20m/s). Composite differences for ERA5 detrended 2 m air temperature (K) in March (d) and
summer (e), green boxes highlight North America and Northern Europe which both transition from significant cold anomalies in March to warm ones in
summer. Stippling on all panels shows significant differences at the 90% confidence level as assessed using a one-sided Student’s t test.
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lower stratosphere in May giving a positive MPVI. Then, con-
sistent with the evolution described in this paper, there is a
downward propagation of this westerly signal into early summer
giving a poleward shifted North Atlantic summer jet (Fig. 5a, c)
consistent with a positive SNAO, which persists throughout the
summer.

An SSW occurring sometime in late winter can therefore
have a significant and long-lasting impact via two-way strato-
sphere-troposphere coupling that can potentially connect surface
climate anomalies in late winter/early spring to those throughout
the summer. Hence late winter SSWs are windows of opportunity
for extended range seasonal prediction and in some regions can
increase the probability for a particular sequence of climate
anomalies. For example, in Fig. 5d, e, we show the air temperature
composite differences and highlight the North American and
Northern Europe regions. In March, we find temperature
anomalies matching the well-known ‘quadrupole pattern’ pro-
duced by the NAO, albeit shifted slightly poleward due to the
climatological position of the March extratropical jet. The
negative NAO induced by the SSW drives anomalously cold
conditions in both North America and Northern Europe.
However, a few months later during summer, both regions
experience anomalously warm conditions due to the northward
shift of the jet associated with a positive SNAO. This increased
risk of a cold early spring to warm summer transition during
years with late SSWs could be useful for many users, such as the
agriculture sector to adjust time of planting/harvesting or to
choose the most suitable crop varieties. Summer 2018 is the last
example of such a year where a late winter SSW occurred49,
driving a very cold March over Northern Europe, followed by a
very warm summer associated with a positive SNAO50.

Discussion
We have shown that skilful predictions of the SNAO are possible
one month ahead of summer. This is a significant advance in our
ability to make useful seasonal predictions of summer climate
variability over parts of Northern Europe, North America and
East Asia. Whilst a role for the stratosphere in driving summer
circulation was somewhat unexpected a priori, we now have
robust evidence from observations25 and climate model simula-
tions/experiments that significant polar vortex anomalies in the
May lower stratosphere can exert a significant downward influ-
ence on the SNAO. By analogy with the popular ‘dripping paint’
description of winter stratosphere-troposphere coupling27, here
we are seeing the ‘final drip’ from the paint pot. We have shown
that this downward propagation, as in winter, drives tropospheric
North Atlantic jet anomalies in early summer which can then
persist. In fact, the subsequent complete breakdown of the stra-
tospheric polar vortex may indeed increase the long-term per-
sistence of that final stratosphere forcing by inhibiting further
stratospheric influence.

The high skill for month ahead stratospheric variability means
we can use the predicted MPVI to make real-time SNAO pre-
dictions. The ~50% of years that exhibit large MPVI anomalies
represent windows of opportunity to make SNAO predictions
with sufficient skill for some user applications. Furthermore,
analysis of observed reanalysis suggests that a late winter SSW
may provide a rarer but valuable window of opportunity to link
late winter and early spring surface regional climate anomalies
with those up to the end of the summer. As a near-term pre-
diction community, we need to be monitoring for, and taking
advantage of, such windows of opportunity to issue more con-
fident forecasts and warnings of impending climate extremes
when possible51. Having the physical understanding of the driv-
ing mechanism, e.g. as shown here for the stratosphere-SNAO

influence, is key to building our forecast confidence, especially
where insufficient hindcasts exist to fully assess flow/state
dependent skill. We need to develop new tools and methods to
take full advantage of these windows of opportunity52.

Whilst we find dynamical model SNAO predictions are skilful
during the half of years with significant MPVI anomalies exist, we
note that the lack of skill across all years suggests some other
drivers of summer circulation may not be well captured and
requires further investigation19,53. However, during forecast
active MPVI years we have shown the first clear evidence for a
signal-to-noise paradox in summer circulation, mirroring that
found in wintertime. Understanding the origin of weak model
extratropical circulation signals is a key research priority given
that it may have implications not only for near-term climate
predictions but also for longer timescale climate projections42. At
present though, the key to skilful seasonal SNAO predictions is
using systems with well resolved/initialised stratosphere compo-
nents and large ensemble sizes to robustly extract the weak model
predictable signals. We can, therefore, exploit windows of
opportunity for skilful SNAO predictions and hence develop
regional summer climate services for users.

Methods
Observed data and indices. We use the ERA5 reanalysis26 from
1979 to 2022 for all observation based data, except for when
comparing the UK mean rainfall and detrended temperature
relationship with the observed SNAO where we use the Met
Office HadUK-Grid dataset10.

The SNAO index is that used previously25 calculated using the
difference between two boxes (25°W–5°E, 45–55°N) and
(52–22°W, 60–70°N) as shown in Fig. 1a. We define a May
Polar Vortex Index (MPVI) to represent the strength of the May
monthly mean polar vortex in the lower stratosphere by
calculating a zonal mean zonal wind at 50 hPa over the latitudes
60–80 N as shown in Fig. 2a, b.

Sampling model members and signal-to-noise. The distribution
of possible MPVI-SNAO correlation strengths in model members
(Fig. 2c), and the strength of SNAO persistence (June SNAO
correlated with July–August SNAO), are both assessed by ran-
domly sampling ensemble members for each hindcast year
independently without replacement. We note that members from
one hindcast year have no physical relationship with the same
member in a different hindcast year, which means that a very
large number of permutations are possible and we perform 1000
trials. We perform a similar sampling procedure to assess the
sensitivity to ensemble size of both the MPVI-SNAO relationship
(Fig. 3d) and the SNAO skill during forecast active MPVI years
(Fig. 4c).

The SNAO signal-to-noise paradox is characterised by the ratio
of predictable components (RPC) for dynamical model SNAO
predictions during forecast active MPVI years and is calculated as
follows41:

RPC ¼ PCobs

PCmod
≥

rmo
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σsig
2=σtot

2
q

where the predictable component (PC) of the real world (PCobs)
can be conservatively estimated by the hindcast variance
explained (rmo

2) and the predictable component of the model
may be estimated by the variance of the ensemble mean (σsig2)
divided by the variance of single ensemble members (σtot2). The
square root is taken for convenience. We note that the RPC can
also be calculated as the ratio42 of the skill in the model predicting
the real-world SNAO (0.42) to that of the model predicting its
own SNAO (0.14), as shown in Fig. 4c, which also gives
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RPC= 3.0. These two formulations for calculating RPC converge
to the same result given sufficiently large ensemble sizes, as
found here.

Climate prediction systems. The main climate prediction system
used in this study is the Met Office DePreSys3 system as it has a
long hindcast period (1979–2022) for 1st May start dates, a large
40 member ensemble size and is available to the authors to run
perturbation experiments with (see below). DePreSys3 has also
been shown to have good skill in predicting the winter NAO17.
DePreSys3 uses the Hadley Centre Global Environmental Model
version 3 at the Global Coupled model 2.0 (HadGEM3-GC2)54

configuration which is the same model (and resolution) as used in
the Met Office GloSea5 operational seasonal prediction system55.
It has atmospheric resolution of 0.83° longitude by 0.55° latitude
(about 60 km at mid-latitudes), 85 atmospheric levels, and an
upper boundary at 85 km near the mesopause. The ocean reso-
lution is 0.25° with 75 quasi-horizontal levels. DePreSys3 uses a
data assimilation scheme that nudges towards observed analyses
in the atmosphere, ocean and sea ice. The ocean is nudged to
monthly mean fields of 3-D temperature and salinity analyses,
made from a global covariance ocean analysis56, using a 10-day
relaxation timescale. Sea-ice concentration is nudged to monthly
mean fields from the HadISST dataset57, using a 24 h relaxation
timescale. The atmosphere is nudged to 6 h fields of ERA-
interim58 temperatures and winds with a 6-h relaxation timescale,
from 2020 onwards we use ERA5 data adjusted to the ERA-
Interim climatology. A 40 member ensemble is created by using
different seeds to a stochastic physics scheme, as in GloSea556.

We also briefly analyse the MPVI-SNAO relationship in the
NCAR-SMYLE prediction system29, as this also has a long
hindcast period (1979-2019) with 1st May start dates and a 20
member ensemble size. The system is based on the CESM2
climate model59.

To quantify SNAO skill in current operational seasonal
prediction systems we use the same eight systems (UKMO, MF,
CMCC, ECMWF, DWD, NCEP, ECCC, JMA) as used in ref. 60.
(to which we refer the reader for full details of the systems used)
where hindcast data was downloaded from the Copernicus
climate datastore (https://cds.climate.copernicus.eu/#!/home) and
from the IRI database (https://iri.columbia.edu/our-expertise/
climate/forecasts/seasonal-climate-forecasts/) in August 2021. In
total, 202 ensemble members were available for 1st May start date
over the 1993-2016 hindcast period.

Perturbation experiments. To better isolate the role of the May
stratosphere in driving SNAO variability we perform a simple
perturbation experiment. We use the 2017 hindcast year as the
basis as it has both a neutral MPVI and a neutral SNAO. We then
perform two sets of three experiments, the first set switching the
original 2017 1st May initial atmosphere initial conditions61 for
those in years that develop the strongest positive MPVI anomalies
(1981, 2013, 2021), and the second set switching for those years
that develop strongest negative MPVI anomalies (1997, 2011,
2019). The ocean and sea-ice initial conditions in all experiments
remain unchanged from the 2017 original. All six experiments are
run with 40 ensemble members from 1st May for four months.
We, therefore, have 120 members in each of the positive and
negative MPVI groups and the mean difference (positive minus
negative MPVI) is calculated and tested for significance at the
90% confidence level using a one-sided Student’s t-test.

Late winter SSW years. We follow previous studies47 and define
an SSW event based on ERA5 daily zonal mean zonal winds at

10 hPa and 60°N, over the years 1979–2022, based on the fol-
lowing criteria:

(1) SSW identified as the first day on which the daily zonal
mean zonal wind at 10 hPa and 60°N becomes easterly (<0 m/s)

(2) Once an SSW is identified, 20 consecutive days with westerly
winds must elapse before another central SSW can be identified

(3) Cases when the winds are easterly, and do not return to
westerly for at least 10 consecutive days before April 30th are
treated as final warmings and hence not counted as SSWs

We find the following 12 late winter SSWs occurring between
1st February and 15th March:

[1979, 1980, 1981, 1984, 1988, 1989, 1999, 2001, 2002, 2007,
2008, 2018].

The composite difference between the mean of these years and
the mean of the other 32 years is shown in Fig. 5. Significant
differences in the means are identified using a one-sided Student’s
t test.

Data availability
ERA5 reanalysis data was downloaded from the European Centre for Medium-Range
Weather Forecasts (ECMWF), Copernicus Climate Change Service (C3S) at Climate
Data Store (CDS; https://cds.climate.copernicus.eu/). Data from operational seasonal
prediction systems are also available to download from the Copernicus data portal
(https://climate.copernicus.eu/seasonal-forecasts) and the IRI database (https://iri.
columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/). The Met
Office HadUK-Grid observed temperature dataset is available online (https://www.
metoffice.gov.uk/research/climate/maps-and-data/data/haduk-grid/datasets). The
NCAR-SMYLE prediction system data is available to download online (https://www.
earthsystemgrid.org/dataset/ucar.cgd.cesm2.smyle.html). Met Office DePreSys3 data
used in this study are available online (https://doi.org/10.5281/zenodo.8421840).

Code availability
The computer code used to produce the figures is available from the corresponding
author upon request.
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