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Chance played a role in determining whether Earth
stayed habitable
Toby Tyrrell 1✉

Earth’s climate has remained continuously habitable throughout 3 or 4 billion years. This

presents a puzzle (the ‘habitability problem’) because loss of habitability appears to have

been more likely. Solar luminosity has increased by 30% over this time, which would, if not

counteracted, have caused sterility. Furthermore, Earth’s climate is precariously balanced,

potentially able to deteriorate to deep-frozen conditions within as little as 1 million years.

Here I present results from a novel simulation in which thousands of planets were assigned

randomly generated climate feedbacks. Each planetary set-up was tested to see if it remained

habitable over a period of 3 billion years. The conventional view attributes Earth’s extended

habitability solely to stabilising mechanisms. The simulation results shown here reveal

instead that chance also plays a role in habitability outcomes. Earth’s long-lasting habitability

was therefore most likely a contingent rather than an inevitable outcome.
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The evolution of intelligent life on a planet requires not only
that planetary conditions are conducive to life at the start,
as it first evolves, but also that the planet remains habitable

subsequently, without interruption. This is because there has
to be enough time to allow life to increase in complexity from
simple cells to more sophisticated single cells to multicellular life
and eventually to intelligent life. On Earth this development took
something like 3 or 4 By1–3, throughout which time liquid
water appears to have been present somewhere on Earth’s sur-
face4, implying temperatures between its freezing and boiling
points.

Conditions remained habitable, and on first consideration this
may not seem surprising. However, observations and deductions
have accumulated to show that such a long duration of habit-
ability is in fact a puzzling phenomenon requiring explanation.
The principles governing the internal dynamics and temporal
evolution of stars were worked out in the 1950s5,6—when applied
to the Sun, they revealed that solar heating of today’s Earth is
about 30% more intense than of the early Earth5. Sagan & Mul-
len7 realised that, if all else had remained constant, the early Earth
would have been totally frozen under the dimmer early Sun. Or,
conversely, given that the early Earth was not frozen, if the rest of
the climate system had remained unaltered then the oceans would
now be boiling under today’s brighter Sun. Evidently neither
occurred, for reasons that are still debated8–12; although plausible
solutions exist, in particular when combining multiple pro-
cesses13, as yet there is no firm consensus as to how in reality the
‘Faint Young Sun Paradox’ was overcome14.

Probes sent to land on Earth’s neighbours in the 1970s
provided more evidence that Earth’s thermal habitability
requires explanation. Venus, with its strong greenhouse and
closer to the Sun, was found to be too hot (average surface
temperature >460 °C15) and Mars, with its thin atmosphere and
further from the Sun, too cold (average <−50 °C16). Moreover,
subsequent observations point to Mars having once been warm
enough to have liquid water on its surface17,18; if correct then the
history of Mars shows that a planet can lose habitability—that
once obtained it is not guaranteed to persist.

That habitability may be precarious was also emphasized in the
1990s by theoretical calculations19 showing Earth’s considerable
potential for climate volatility. A sustained imbalance of 25%
between rates of input and output of carbon would, it was pointed
out, lead to the oceans freezing within a few million years (if loss
of atmospheric CO2 exceeds gain) or boiling away within a few
tens of millions of years (if gain exceeds loss). The reason for this
predicted susceptibility to rapid climate deterioration is the short
residence time with respect to geological fluxes of carbon in the
surficial Earth system (ocean, atmosphere, soils and biota)—about
100 ky19.

After the realisation that neither Mars nor Venus presently
have temperatures conducive to life, and that Earth’s carbon
dioxide greenhouse is potentially unstable, two main classes of
solution were advanced to try and answer the ‘habitability pro-
blem’20 for Earth. The first class involves stabilising mechanisms.
It was argued19,21 that the duration of continued habitability (3 to
4 By) so greatly exceeds the potential time to climate failure
(~0.001 to 0.01 By) that destabilising tendencies must have been
actively opposed by strong negative feedbacks throughout. Earth
must possess an inbuilt thermostat and have possessed it since its
early history. Otherwise climate would have followed a random
walk with, they argued, an impossibly small likelihood of
remaining within habitable bounds.

One proposal in this class, the Gaia hypothesis22, suggested
that once life becomes established on a planet then it intervenes in
climate regulation to keep conditions stable and habitable.
However, the Gaia hypothesis lacks a clear mechanistic basis and

is not consistent with the most recent scientific evidence23.
Another proposal in this class suggests that silicate weathering
contributes to a thermostat by removing carbon dioxide more
rapidly under warmer climates12,24–30. Controls on continental
silicate weathering rate remain somewhat uncertain, however,
with field studies suggesting a strong influence from the rate of
supply of newly-exposed (easily weathered) rock31,32, as well as
from climate28. Proxy evidence also casts some doubt on whether
silicate weathering effectively countered climate changes during
Earth’s history33,34; for instance, its rate appears not to have
decreased as climate cooled gradually through the Cenozoic33,35

and climate recovery following the intense warming of the
Paleocene Eocene Thermal Maximum has been attributed to
organic carbon burial rather than silicate weathering36,37. As
questions have arisen about whether silicate weathering on the
continents provides Earth’s thermostat, new proposals have
suggested that silicate weathering in other locations is key: either
islands27 or the sea floor12,29.

A second, very different, class of solution has also been put
forward, based on the principle of observer selection (the weak
anthropic principle)38. Logically, we can only ever observe facts
that are consistent with our own existence. This has been
extended to the scenario where a prolonged duration of planetary
habitability occurs only extremely infrequently amongst a large
population of planets but does happens sometimes by chance.
According to observer selection, in this scenario we are bound to
find ourselves on one of the lucky planets39,40, however scarce
they might be. This view presupposes a large number of poten-
tially habitable planets if there is to be any likelihood of even one
planet surviving due to good fortune alone. There is, however, no
shortage of planets. In our galaxy alone there are estimated to be
billions of small, rocky planets orbiting within the habitable zones
of their parent stars41,42.

The most widely held view at this time is that “Earth has been a
habitable planet for [billions] of years because of the existence of
stabilising feedbacks in the global carbon and silicon cycles.”12.
Although there are a few exceptions23,39,40, the possible role of
chance is typically not even mentioned12,30,43–45. Here I describe
a new model of habitability and report its results. The results
suggest strongly that chance also played a role.

Results
Approach. The model used here (see Methods for details) is a
conceptual (simplest) representation of planetary climate reg-
ulation. It includes the fundamentals necessary for simulating
climate feedbacks and habitability tendencies and purposefully
excludes any other details deemed to be non-essential, even those
that can be incorporated accurately. In contrast to previous
modelling studies of Earth habitability, it allows for evaluation of
observer selection effects by taking a multi-planet perspective. For
this reason, the model is not in any way a model of Earth spe-
cifically but rather is of potentially habitable planets in general.
Because of the difficulty in directly observing exoplanets, there is
a lack of data and consequently a high degree of uncertainty
about how to model some aspects. However, sensitivity analyses,
described in the Supplementary Information, show that the exact
parameter values and assumptions chosen do not affect the main
results presented here.

The model is described in detail in the Methods but a brief
outline is given here. The model has only one state variable,
planetary surface temperature (T). Other environmental condi-
tions are not modelled and therefore habitability in this paper
refers to thermal habitability only. At the outset, each planet is
allocated its own distinct set of positive and negative feedbacks
using random numbers. These feedbacks have random signs and
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magnitudes and are made to vary as a function of temperature in
a random way.

In addition to using random numbers to generate a diverse
collection of planets, each with different feedbacks, random
numbers are also used to determine challenges to habitability.
Planets are made to experience a random number of perturba-
tions to temperature, occurring at random times and with
random signs and magnitudes. In addition, each planet
experiences a randomly-determined long-term climate forcing,

to represent drivers that vary with time such as the luminosity of
the parent star.

Example planet runs. It is now shown how these modelling
procedures work in practice. Four examples were chosen to
illustrate the procedures used. The left-hand side of Fig. 1 displays
four example planets generated automatically by this scheme. The
right-hand side of Fig. 1 shows an individual run for each of these

Fig. 1 Initial climate feedbacks (left-hand side) and temperature histories (right-hand side) of single runs of several randomly generated planets. Each
row of the figure is a different planet. On the left-hand plots (panels a, c, e and g): black circles are nodes and the thick black line is f(T) (see Methods for
explanation); light grey shading indicates a region of runaway warming or runaway cooling; red circles show initial positions of attractors; red stippled lines
demarcate associated basins of attraction. On the right-hand plots (panels b, d, f and h): blue line shows the evolution of planetary temperature; black
shading shows limits to habitability; red circles show positions of attractors; green squares are the randomly determined initial temperatures for each run;
red triangles indicate the largest perturbations, with triangle size proportional to perturbation magnitude. a and b are for example planet 1, c & d planet 2,
e & f planet 3 and g & h planet 4. Note the different scale on the time axis of each right-hand panel.
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planets, starting from a random initial temperature and faced
with a random set of perturbations.

Figure 1a shows a planet that ended up with a single basin of
attraction (zone of negative feedback), on the warmer side of the
habitable range. An attractor (a value which the system tends to
converge towards) occurs where the horizontal axis (dT/dt= 0) is
crossed with a negative slope, or in other words where the planet
cools at temperatures slightly above the attractor value and warms
at temperatures slightly below it. An attractor is a stable
equilibrium point. Zero-crossing points of positive slope are,
conversely, unstable equilibrium points that occur at the edges of
basins of attraction. This first planet has a region of runaway
cooling within which temperatures decrease inexorably until too
cold for habitability. In the run shown in Fig. 1b, the planet
happened to start within this runaway feedback zone and hence
immediately became uninhabitable.

A second planet (Fig. 1c) ended up with five attractors and a
small zone of runaway warming. This time the random starting
temperature was within the middle (third) basin of attraction.
The planet again failed rapidly (Fig. 1d), this time because,
coincidentally, the three cooler attractor points are all
situated very close to the lower boundaries of their respective
basins of attraction. As a result, random perturbations soon
knocked the system from the first basin of attraction into the
one to its left, and this repeated until departure from the
habitable range.

The third planet (Fig. 1e) has two basins of attraction and
started off in the warmer one. Habitable conditions were
maintained for over 500My (Fig. 1f), with jumps between two
basins of attraction, before a perturbation knocked the tempera-
ture to above the upper limit. A strong long-term forcing
(ϕ = −45.2 (°C ky−1) By−1) would anyway have prevented
equable temperatures persisting for 3 By.

Some planets can stay habitable for the full 3 By. The planet in
Fig. 1g has only one basin of attraction, spanning nearly the whole of
the habitable range. A long-term forcing (ϕ =−24.6 (°C ky−1) By−1)
caused the attractor to move slowly further away from the upper
limit. Despite a large perturbation at about 200My, the planet stayed
habitable for the full 3 By (Fig. 1h).

These examples illustrate how the “habitability problem”,
stabilising mechanisms and chance are incorporated in this
approach. Next, I present results obtained with this approach and
consider their implications.

Neither pure chance nor pure mechanism: results for artificial
planets. As a first step, some particular planets were each run
1000 times in order to test two hypotheses based on the classes of
solution: (a) that planetary habitability is a matter of good fortune
alone, with a planet’s properties having no effect on the likelihood
of habitability (henceforth referred to as Hypothesis 1, or just
H1); and (b) that planetary characteristics, such as possession or
lack of stabilising feedbacks, either guarantee or rule out habit-
ability from the outset, with no influence of random events such
as asteroid impacts (Hypothesis 2, or just H2). For these tests,
each rerun had a different (random) initial temperature and
perturbations each time, there were no long-term forcings (ϕ = 0)
and perturbations were at the lower end of severity.

A planet with unfavourable feedbacks (the second one in Fig. 1)
went uninhabitable every time, consistent with H2. A purposefully-
created planet with no feedbacks (dT/dt= 0 for all T) also had
0 successes out of 1000, consistent with H2 and the contention19

that pure chance alone (in the form of a random walk driven by
random perturbations) leads to an extremely small probability of
remaining habitable over such an immense duration. An optimal
planet (dT/dt=+300 °C ky−1 for T <Tmid, −300 °C ky−1 for

T > Tmid) stayed habitable on all 1000 occasions, again consistent
with H2.

Results for populations of randomly generated planets. The
results of a much larger simulation are now reported. In this, the
habitability tendencies of 100,000 planets were evaluated. The
planets were generated by allocating random rather than pur-
posefully designed climate feedbacks, using the procedure
described in Methods. The 100,000 distinct planets were each run
100 times, with different chance factors (different random sets of
perturbations and initial temperatures) for each of the 100
repeats. The results show probabilistic relationships between
success rate and inherent planetary characteristics that agree with
expected behaviour (Supplementary Fig. 1).

The results were analysed to give further insights into the roles
of destiny and chance. Figure 2a shows outcomes for a subset of
200 planets: 15 of them remained habitable on 1 or more runs
and the other 185 had no successes. The most successful planet
stayed habitable on 60 out of 100 repeats. No planet was
successful on all of its 100 repeats. Similar results were obtained,
on a larger scale, for the whole simulation (blue line, Fig. 2b). Out
of a population of 100,000, ~9% of planets (8,710) were successful
at least once, but only 1 planet was successful on all 100
occasions. Success rates of individual planets were not limited to
0% or 100% but instead spanned the whole spectrum. Some
planets were successful only 1 time in 100, others 2 times, and so
on. All degrees of planet success are seen to occur in the
simulation (Fig. 2b). It can be seen, as found in a previous
study46, that climate stabilisation can arise occasionally out of
randomness—a proportion of the planets generated by the
random assembly procedure had some propensity for climate
regulation.

Also shown in Fig. 2 are the expected distributions for
hypothetical cases in which there were exactly the same total
number of successes in the 10 million runs, but in which
successes were distributed either completely according to chance
(H1: black line and grey shading) or else only among always-
successful planets (H2: red line and shading). The frequency
distribution of run durations in the simulation is completely
distinct from either H1 or H2 (Fig. 2c). Furthermore, a runs test47

carried out on the simulation results presented planet by planet
(the first 100 being those for planet 1, the second 100 for planet 2,
etc) conclusively rejects random order (p ≪ 0.001), again ruling
out H1.

In terms of the question addressed in this paper, the answer
from the simulation results is unambiguous: in the simulation, the
distribution of planet successes is very different from that
expected from either H1 or H2 and is intermediate between
them; in the simulation, both mechanism and chance play a role
in determining whether, for each run of each planet, habitability
lasts as long as 3 By. When considering whether habitability
persistence is determined in the same way in reality, however, it is
of course necessary to take into account the limitations of the
model. The simplifications and uncertainties in the model design
mean that it must be unrealistic in some respects. Caution is
therefore required in extrapolating from model results to reality.
However, it should also be noted that extensive sensitivity
analyses (37 in total, addressing a wide range of biological,
geophysical, geochemical, biogeochemical and astronomical
uncertainties—see Table 1, Supplementary Methods and Supple-
mentary Tables 1 and 2) find the result put forward here to be
remarkably robust to model uncertainties (simulation results
between H1 and H2 for all 37 model variants tested). In other
words, while overall success rates (for instance) differ greatly
between model variants, the shared nature of the control over
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Fig. 2 Dissimilarity between simulations results and expected patterns from H1 and H2. a Success rates of a set of 200 planets, ranked in order of success;
b success rates of all planets that were successful at least once, ranked in order, from a population of 100,000 planets (unsuccessful planets not shown);
c histogram of habitability durations. Success rates in a and b were calculated by running each planet 100 times and counting the number of times it stayed
habitable for 3 By. Habitability durations in c are the times until temperature departs the habitable range. Blue lines and bars show simulation results; red lines and
bars show expected results if planetary properties dictate outcomes absolutely (no influence of chance, i.e. H2); black lines and bars show the expected results if
outcomes are caused by chance alone (no influence of a planet’s feedbacks, i.e. H1). The green dotted line in b shows the spectrum of success rates of only those
planets that were successful on the first of their 100 runs. H1 and H2 are made to have the same proportion (0.0145) of successful runs as the simulation.

Table 1 Assumptions tested.

Default assumption Alternatives tested

Feedbacks (f) ∼ N(0,100)°C ky-1 with no bias either for or against
stabilisation

f ∼ N(0,50); f � N 0; 200ð Þ; f � U �100; 100ð Þ; bias towards stabilisation (Stefan-
Boltzmann Law)

f is linearly interpolated between NN � Ui 2; 20ð Þ evenly-spaced nodes random node positions; NN � Ui 2; 10ð Þ; NN � Ui 2;40ð Þ; spline interpolation
Feedbacks (f) are constant through time f are subject to random alterations during runs
Habitable temperature range (Tmin to Tmax) = −10 to 60 °C Tmin= 0; Tmin= −50; Tmax= 50; Tmax= 100; Tmin= −70 and Tmax= 150; Tmax is

pressure-dependent; habitable range narrows over time
On average there are 12,000 small perturbations (magnitude ∼ N(2,1) °
C), 220 medium (∼N(8,4) °C) and 2.5 large (∼N(32,16) °C) ones

Ten times more (all size classes); ten times fewer; all twice as large; all half as large;
declining frequency of perturbations over time

Positive and negative long-term forcings (ϕ) are equally likely, increase
linearly with time and have magnitudes � N 0; 50ð Þ (°C ky−1) By−1

ϕ � N 0; 25ð Þ; ϕ � N 0; 100ð Þ; bias towards warming (due to increasing stellar
luminosity): ϕ � N þ50; 50ð Þ; cyclical forcings; non-linear functions of time

Time to evolution of intelligence (t0) = 3 By t0 = 2; t0 = 4; t0 � U 0:5; 10ð Þ

The robustness of the main conclusion to various assumptions (see Supplementary Methods for a full list and more complete descriptions, and Supplementary Tables 1 and 2 for results) was investigated
with sensitivity analyses. The main conclusion, that results agree with neither H1 nor H2 but are intermediate between them, was unaffected by any of the model alterations.
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habitability durations does not. For this reason, the complete set
of model results, including sensitivity analyses, gives confidence
in the overall conclusion. Taken as a whole, the model results
suggest strongly that the occurrence of long-term habitability in
the real universe is also a function of both mechanism and
chance. Independently conceived models should, however, also be
applied to this problem, to see if similar results are obtained.

Rerunning the tape. It was a precondition for the coming-into-
existence of Homo sapiens that Earth had remained habitable over
geological timescales, and the results just described give some
insight into how it might have occurred. Additional analysis was
carried out to further investigate the possibility that Earth’s long
and unbroken duration of habitability was not inevitable from the
outset. A set of 1,000 planets were each run twice, with the
perturbations and initial temperatures differing between the two
runs. Stephen Jay Gould introduced the idea of re-winding the
tape of Earth’s history to see if biological evolution would yield
the same results on a repeat run48; here the same idea was
investigated for climate evolution. As shown in Fig. 3, 15 out of
the 1000 planets stayed habitable on the first run and 10 on the
second. 6 planets stayed habitable both times. In other words, 6 of
the 15 that were successful on the first run were also among the
10 that were successful on the second run. More detailed analysis
of a larger set of results found there to be a 39% overlap; in other
words, if a planet stayed habitable on an initial run then, on
average, there was a 39% chance that it would stay habitable on a
second run and a 61% chance that it would not. The overall
success rates of the more than 1,400 out of 100,000 planets that
stayed habitable for 3 By on their first run are shown in Fig. 2b
(green line). This is the most appropriate comparison to Earth,
which stayed habitable on its one ‘run’ but for which the overall
success probability is not known. This distribution differs from

that of planets that were successful on any run (blue line, Fig. 2b)
but again is seen to be controlled by a mixture of both destiny and
chance.

Discussion
The obvious implication from these results is that Earth’s success
was not an inevitable outcome but rather was contingent—it
could have gone either way. If Earth’s climate system had been
subjected, for instance, to different magnitudes of volcanic
supereruptions or different timings of impacting asteroids then
the outcome could have been different. A role for chance in the
eventual outcome is, arguably, also supported by Earth’s geolo-
gical record, which includes evidence of extreme climate pertur-
bations that may have come very close to extinguishing all life
(for instance the Snowball Earth episodes of the PaleoProter-
ozoic49 and NeoProterozoic50).

The initial prospects for Earth staying habitable could have
been poor. If so, this suggests that elsewhere in the Universe there
are Earth-like planets which had similar initial prospects but
which, due to chance events, at one point became too hot or too
cold and consequently lost the life upon them. As techniques to
investigate exoplanets improve and what seem at first to be ‘twin
Earths’ are discovered and analysed, it seems likely that most will
be found to be uninhabitable.

Methods
Motivation and underlying principles. The overall goal is to investigate how long-
term planetary habitability (necessary for intelligent life to evolve) can occur in the
universe. To address this, it is helpful to have a model that can run for billions of
years and be capable of simulating many very different planets. Billion-year runs of
complex climate models are not feasible because of excessive run times. An
alternative approach is attempted here: a simplest possible representation of cli-
mate feedbacks and climate regulation.

The first design principle of this idealised model is to aim for simplicity. Details
are avoided wherever possible, retaining only those fundamentals that are deemed

Fig. 3 Repeat runs of a set of planets do not give identical outcomes. 1,000 different planets were generated randomly. a Results when each planet was
run one time: those planets which remained habitable are shown as green circles and those which did not as black circles; b results when the same 1000
planets were run a second time (same planets but different starting temperatures and perturbations compared to the first run). In this particular example,
15 planets stayed habitable on the first occasion, 10 on the second, with 6 remaining habitable on both occasions (additional analysis shows that on
average there is a 39% overlap, or in other words there is a 39% chance of a planet being habitable in the repeat set if it was habitable in the original set).

ARTICLE COMMUNICATIONS EARTH & ENVIRONMENT | https://doi.org/10.1038/s43247-020-00057-8

6 COMMUNICATIONS EARTH & ENVIRONMENT |            (2020) 1:61 | https://doi.org/10.1038/s43247-020-00057-8 | www.nature.com/commsenv

www.nature.com/commsenv


essential for addressing the overall goal. The focus is exclusively on the most
important aspects (climate feedbacks and the possibility of stabilisation). The
second principle is to make the model general, not specific. It is definitely not a
model of Earth. It is instead a model intended to be equally capable of representing
any potentially habitable planet, whether inside or outside the solar system and
whether inside or outside conventionally defined habitable zones44,51. The third
design principle, following from the second, is to avoid assumptions wherever
possible. Where there is any doubt about its universal applicability then an
assumption is usually not made. The use here of random numbers to generate
multiple and diverse instances of planets allows ranges rather than precise values to
be specified for each parameter, removing the need to assume exact values. Where
assumptions did have to be made during model design, sensitivity analyses (see
Supplementary Methods) were used to explore the consequences of alternative
assumptions (signalled below by (SA)).

The model has only one state variable, planetary surface temperature (T), and
consists of one sole ordinary differential equation:

dT
dt

¼ f Tð Þ þ ϕ:t ð1Þ

where t is time, dT/dt is the rate of change of temperature with time (positive values
corresponding to planetary warming and negative values to cooling), and ϕ is a
long-term climate forcing, summing over drivers that vary with time such as the
luminosity of the parent star. Time (t) is the time elapsed since life first evolved
(i.e., since life appeared anywhere on Earth; it is not, for instance, the time since the
Earth formed or the time since life first appeared on land). The overall sum
feedback response is represented by f(T) and varies as a function of temperature T.
In other words, at any planetary temperature T, f(T) is the net rate of warming or
cooling that results from all processes operating in combination. Unlike in standard
climate models, individual climate feedbacks (such as ice-albedo feedbacks) or
processes (such as the interception of outgoing infrared radiation by greenhouse
gases) are not separately represented. An advantage of this parsimonious approach
is that few assumptions are made, maximising the variety of different types of
system that can be represented. A disadvantage is loss of realism, if an important
aspect of system behaviour is lost through oversimplification and the omission
affects the results obtained.

Feedbacks are set as follows. First, a random number generator is used to
determine the number of climate nodes for the planet (~Ui(2,20), where Ui is a
uniform distribution). These are then distributed evenly across the habitable
temperature range (−10 to +60 °C). Random numbers are then used again to set
the value of f(T) for each node, with positive and negative values being equally
probable (~N(0,100) °C ky−1, where N is a Gaussian distribution). f(T) values
between nodes are linearly interpolated (SA). Each planet is also allocated a
random long-term forcing (∅), which can be either positive or negative with equal
probability (~N(0,50) (°C ky−1) By−1).

The ability of planets to stay habitable is tested by calculating their temperature
evolutions when subject to random perturbations and a long-term forcing. Each
run is started at a random initial temperature and is simulated from time zero
(origin of life) until 3 By (evolution of intelligence) or until temperature leaves the
habitable range. Random temperature perturbations occur at random times (red
triangles in Fig. 1), representing climate-altering events such as eruptions of
supervolcanoes and asteroid impacts. There are three size classes of perturbation
(~N(2,1), ~N(8,4), and ~N(32,16) °C), with larger size classes occurring less
frequently. Chance is defined here as consisting of the perturbations and the initial
temperatures; these are varied for each rerun of the same planet whereas inherent
characteristics (feedbacks and forcing) are not.

The model executes rapidly. Runs take a few minutes for 3 billion years,
allowing the habitability propensities of thousands of different planets to be
investigated.

Habitable temperature range. The model has only one state variable, planetary
surface temperature (T, in °C, converted to kelvin where necessary; neither vertical
atmospheric temperature gradients nor top-of-the-atmosphere temperature are
represented; surface environmental conditions other than temperature are also not
represented (SA)). It is assumed here that life on other planets requires liquid
water, as it does on Earth. The lower limit to habitability is set to −10 °C (SA),
somewhat below the freezing point of salt water. More complex (eukaryotic) life on
Earth is mostly unable to survive above about 50 °C, at which point DNA and other
proteins start to denature unless protected. While simple microbes can grow at
temperatures up to 122 °C (ref. 52), it seems unlikely that more complex (intelli-
gent) life could survive at such temperatures23. The pressure-dependent boiling
point of water also sets a higher limit but it is assumed here that the most critical
factor is enzyme stability, and the upper limit is therefore set to +60 °C (SA). It is
likely that climate needs to stay within narrower bounds during the later stages of
the evolution of intelligence, although this was not included in the standard
simulation (SA). Geographical variability implies that more extreme average global
surface temperatures might be required to force extinction everywhere (SA).
Microbial life can potentially survive periods of inhospitable surface conditions
within refuges, such as in subsurface rocks or deep in an ice-covered ocean at
hydrothermal vents, emerging later to recolonise the surface; evidence from Neo-
proterozoic Snowball Earth events suggests however that eukaryotic photosynthetic

algae persisted through the events and therefore that surface habitability was
maintained at some locations53. Other environmental conditions can affect
habitability, but only temperature (and therefore water availability) are considered
here (SA).

Randomly configured feedbacks. It is assumed that there is no inherent bias in
the climate systems of planets as a whole towards either negative (stabilising) or
positive (destabilising) feedbacks (SA). In other words, it is assumed here that the
feedback systems of planets are the end result of a set of processes which do not in
aggregate contain any overall inherent predisposition either towards or against
habitability. Planets are randomly configured such that some end up being more
prone to climate stability and others do not, but without any inbuilt bias either way
(SA). This assumption could be incorrect. For instance, all planets are subject to the
Stefan-Boltzmann Law whereby the total heat energy radiated outwards (the black
body radiation) increases in proportion to the fourth power of its temperature in
kelvin20. In the absence of systematic effects of temperature on other energy fluxes,
this would impart an overall bias towards temperature stability. But other factors
may also change in a systematic way with temperature. For instance, all planets
with water oceans are also subject to potentially destabilising ice-albedo54 and
temperature-water vapour55,56 positive feedbacks with the potential to lead to a
runaway icehouse or greenhouse.

When a new planet is generated in the simulation it is given a random set of
feedbacks using the following procedure. First, each planet is allocated a number of
nodes (NN), where NN is equally likely to be set to any number between 2 and
Nmax
N , the maximum number of nodes (20 in the default model (SA)):

NN � Ui 2;N
max
N

� � ð2Þ
where Ui 2;N

max
N

� �
denotes an integer between 2 and Nmax

N , chosen randomly from
a uniform distribution (i.e. equal probability of any number).

After setting the number of nodes, the properties of each node are then
calculated. The first node is positioned at the lowest (coldest) temperature (Tmin)
and the last node at the highest (hottest) temperature (Tmax) in the habitable range.
Feedback strengths outside the habitable range are not considered because a planet
is deemed to have ‘failed’ as soon as it has left the habitable range (SA). The
temperatures (Ti) of the remaining nodes (if NN > 2) are then set so as to distribute
them evenly (SA) across the habitable temperature range:

Ti ¼ Tmin þ i� 1ð Þ � Tmax � Tminð Þ
NN � 1ð Þ ð3Þ

Finally, each node is also given a random feedback strength (fi). The term
‘feedback strength’ is used here to refer to the rate at which the planet tends to cool
down or heat up at a particular temperature, as a result of feedbacks. Each value of
fi is determined by choosing a number randomly from a Gaussian (normal)
statistical distribution of mean 0 and standard deviation σf (in units of degrees C
per thousand years):

fi � N 0; σ fð Þ ð4Þ
σf is given a value of 100 °C ky−1 (SA). As a result, 99.7% of feedbacks calculated

using Eq. (4) have an absolute magnitude less than or equal to 300 °C ky−1 (3σf).
It is difficult to be certain about the most realistic value for σf. Some estimated

potential heating and cooling rates are shown for Earth in Supplementary Table 3,
for comparison. However, because Earth has remained habitable for 3 or 4 By,
observer selection means that these cannot be considered representative of planets
as a whole. Different rates of temperature change can be expected on other planets,
if, for instance, they have different amounts of ocean (different heat capacities).

Feedback strengths at intervening temperatures are calculated by linear
interpolation (SA) between values at nodes. Some example results of this procedure
for randomly determining climate feedbacks are seen on the left-hand side of Fig. 1
of the paper. The procedure generates a heterogeneous mixture of planets. This is
consistent with conclusions, derived from observations from Kepler and other
missions, of considerable exoplanet diversity. It is also consistent with theoretical
exoplanet studies that have started to investigate the possible climate system
consequences of this exoplanet diversity, for instance of planets with much deeper
oceans57 or tidally locked about their parent stars58 or with different rotation
rates59. Diversity of planets is thus supported by exoplanet studies; universality of
Earth-like feedbacks is not.

Gradual changes over time. Various climate-relevant factors can change over
geological time. Most notably, a planet in an unchanging orbit around a single star
does not receive an unvarying heat input from that star, because stellar luminosities
change over time. Stars are most stable while on the main sequence, but even while
on the main sequence their rate of output of radiation increases with age (hence the
Faint Young Sun paradox for Earth). The Sun, a G-type star, has increased its
output at a faster rate (30% increase over the last 3 By)14 than most other
potentially life-supporting stars. The rate of heat output of the more numerous M-
dwarf stars increases more slowly during their longer (>10 By) lifetimes on the
main sequence.

There are other factors that can also change gradually over the lifetime of a
planet60. Some of them will amplify or counteract the effects of stellar brightening;
they could even outweigh it, leading to a net change in the opposite direction,
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tending to make the planet get progressively cooler over time. Factors tending to
promote long-term cooling include: (1) a gradual increase in continental area over
time61, producing an increase in albedo (land has a higher albedo than water); (2)
declining geothermal heating due to decay of radioactive elements in a planet’s
interior, with the stock of radioactive elements dwindling over time (this is a small
factor in the radiation budget of Earth – Supplementary Table 3 – but is probably a
larger factor for some other planets and moons); (3) progressive leakage out to
space of low molecular mass gases including hydrogen, facilitating oxygenation of
the atmosphere and removal of methane and other greenhouse gases62. Another
potential source of long-term change is the life on the planet itself. As life increases
in complexity over time through evolution, the intensity with which it draws
resources (including greenhouse gases such as CO2) from the environment may
also increase63.

From the foregoing, it seems likely that some planets experience a drift towards
more negative dT/dt values over time, even as the heat received from their host star
increases. For this reason, no bias either way is coded into the model (SA). Instead,
the overall sum forcing for each planet (ϕ) is set randomly from a Gaussian
distribution, with equal probabilities of it being either positive or negative:

ϕ � Nð0; σϕÞ ð5Þ

where σϕ is set to 50 (°C ky−1) By−1 (SA). 99.7% of forcings in the simulation
therefore lie between −150 and +150 (°C ky−1) By−1.

By way of comparison, the Sun has increased its rate of energy output by about
30% over the last 3 billion years, with the area-averaged solar flux received by the
Earth increasing from about 270Wm−2 to 340Wm−2 (ref. 14). This would
correspond to a rate of change of ∅ of (+70/3) W m−2 By−1 ≈+70 (°C ky−1) By−1

if no other radiative fluxes also changed over the same interval64.

Instantaneous perturbations. Planetary climates are also subject to occasional
short-lived external perturbations, of varying magnitude and frequency of occur-
rence. On Earth, volcanic eruptions and super-eruptions (such as Toba) produce
aerosols that block sunlight and cool the planet. Careful comparison of climate and
volcanic ash records over the last 2,500 years has confirmed that temperatures on
the surface of the Earth are depressed for up to 10 years in the aftermath of
eruptions65. Other sources66,67 of relatively short-term perturbations to a planet’s
temperature include impacts of comets or asteroids, orbital instabilities, carbon
dioxide emissions associated with emplacements of large amount of basalt onto the
surface of the Earth, stellar flares, and nearby supernovae or other cosmic explo-
sions. Perturbations can also be biological in origin68. For instance, extreme gla-
ciations on Earth were triggered by the advent of oxygenic photosynthesis and the
spread of the first forests across the land23. Some perturbations (e.g. those from
nearby supernovae or gamma-ray bursts) could be so severe as to preclude any
possibility of survival, whatever feedbacks a planet possesses, although perturba-
tions with enough energy to instantaneously boil all of Earth’s oceans (raise
temperatures throughout the ocean by 100 °C) are calculated to be vanishingly
rare67.

Three classes of perturbations (PS, PM and PL: small, medium and large) are
used in the simulations, with magnitudes determined as follows:

PS ¼ Ui �1 or 1ð Þ � N 2; 1ð Þ
PM ¼ Ui �1 or 1ð Þ � N 8; 4ð Þ
PL ¼ Ui �1 or 1ð Þ � N 32; 16ð Þ

ð6Þ

where Ui(−1 or 1) makes each perturbation randomly positive or negative and
N μ; σð Þ is a random number from a normal (Gaussian) distribution with mean
µ and standard deviation σ (both in °C). For comparison, temperature effects of
different catastrophic events on Earth are shown in Supplementary Table 4, while
again keeping in mind that Earth is not likely to be typical because of observer
selection bias.

Different planets are subject to different perturbation probabilities depending
on how geologically active they are and where they are. Planets in densely-packed
galaxies or regions of a galaxy have a higher risk during the course of 3 By of
experiencing large perturbations from nearby supernovae and/or gamma-ray
bursts. The centres of galaxies, where stars are more tightly packed, are, for this
reason, thought to be less likely locations for the evolution of intelligence69. Other
known factors include the nature of the parent star (how often and how strongly it
flares), the stability of the orbits of other planets in the planetary system, and the
number and orbital stability of asteroids and comets in the system.

It is likely, as seen for volcanic eruptions65 and asteroids70, that smaller climate
perturbations occur more frequently and larger perturbations less frequently. To
reflect this variable exposure to perturbations, random numbers are used to allocate
each planet different expected numbers (λ) of perturbations in each class:

λS �Ur 4000; 20000ð Þ
λM �Ur 40; 400ð Þ
λL �Ur 0; 5ð Þ

ð7Þ

The actual numbers of perturbations (NS, NM and NL) during each 3 By simulation

rerun of a planet, if it completes, are then calculated randomly as follows:

NS � P λSð Þ
NM � P λMð Þ
NL � P λLð Þ

ð8Þ

where P(λ) is a random number from a Poisson distribution with an expected
(mean) value of λ. The perturbations are made to occur at random times (from a
uniform distribution) across the 3 By (SA). Some examples of the results of applying
these equations are shown on the right of Fig. 1 of the paper (the red triangles).

Required duration of uninterrupted habitability. An enormous duration of
continued habitable conditions is required for the evolution of intelligent life. It does
not by itself guarantee that complex life will evolve (for instance, life may never
emerge in the first place) but evolution of complex life is obviously impossible without
prolonged habitability. It is difficult to know whether 3 billion years of habitability is
always required, or just the time that it happened to take on Earth. Perhaps intelligent
life could develop more rapidly on a planet with a more dynamic environmental
history without periods of stagnation such as the so-called ‘boring billion’ on Earth71.
A minimum requirement of only 100 million years has been suggested72. Alter-
natively, perhaps longer durations are more typical73. In the absence of a detailed
understanding of the time required, it was set to 3 billion years in this study (SA).

Numerical integration. Numerical integration of Eq. 1 was carried out in Matlab
(ode23s stiff solver, adaptive timestep), with an initial timestep of 10 years, a
maximum timestep of 1 million years, a relative error tolerance of one in ten
thousand (0.0001) and an absolute tolerance of 0.05 °C. The large ensemble runs
reported here were executed on a parallel computing cluster using MDCS (Matlab
Distributed Computing Server).

The initial temperature (T0) was set equal to a different random value between
Tmin and Tmax (equal probability of any value) at the beginning of each run:

T0 � Ur Tmin;Tmaxð Þ ð9Þ
Because perturbations are abrupt changes which can lead to integration errors if

not properly handled, the model was run from one perturbation to another with
the numerical integration restarted after each perturbation. Simulations were
continued for each planet until it went sterile (SA) (its temperature left the
habitable range, at which point it was deemed to have ‘failed’) or until 3 By had
elapsed, at which point it was deemed to have ‘succeeded’ (intelligence to have
evolved).

Multiple runs of the same planet. Because random numbers are used, a statis-
tically robust evaluation of the tendency of a planet to maintain habitable conditions
requires multiple runs; the result of a single run is unlikely to be representative. In
order to run a planet multiple times, a separation has to be made between factors
that are intrinsic to the planet, and are therefore fixed for that planet, and those
which are changed for each different run of that planet. This separation defines
which factors are categorised as part of chance or hazard, and which as part of a
planet’s inherent make-up and hence mechanism. In these simulations, the feed-
backs (NN and fi), forcing (∅) and expected numbers of perturbations (λS, λM, λL)
were kept fixed for each planet, whereas the initial temperatures (T0) and actual
numbers (NS, NM, NL) and magnitudes (PS, PM, PL) of perturbations were randomly
set to different values for each run of a planet (SA). λS, λM, λL and ∅ are properties
that depend in part on the planet’s location (reflecting the nature of the surrounding
planetary system and star, as well as of the adjacent part of the galaxy). Reruns were
therefore of the same planet in the same astronomical location, rather than of the
same planet in different astronomical locations (SA).

Data availability
No primary data was generated in this study.

Code availability
Matlab code for the model and sensitivity analyses is publicly available74 (https://doi.org/
10.5281/zenodo.4081451). Results for this paper were generated using the parallel version
of the code. The model is also made available in Octave, a free-to-use alternative to
Matlab.
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