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An efficient Julia framework for hierarchical
equations of motion in open quantum systems
Yi-Te Huang 1,2,7, Po-Chen Kuo 1,2,7, Neill Lambert 3✉, Mauro Cirio 4✉, Simon Cross 3,

Shen-Liang Yang 1,2, Franco Nori 3,5,6 & Yueh-Nan Chen 1,2✉

The hierarchical equations of motion (HEOM) approach can describe the reduced dynamics

of a system simultaneously coupled to multiple bosonic and fermionic environments. The

complexity of exactly describing the system-environment interaction with the HEOM method

usually results in time-consuming calculations and a large memory cost. Here, we introduce

an open-source software package called HierarchicalEOM.jl: a Julia framework integrating the

HEOM approach. HierarchicalEOM.jl features a collection of methods to compute bosonic

and fermionic spectra, stationary states, and the full dynamics in the extended space of all

auxiliary density operators (ADOs). The required handling of the ADOs multi-indexes is

achieved through a user-friendly interface. We exemplify the functionalities of the package by

analyzing a single impurity Anderson model, and an ultra-strongly coupled charge-cavity

system interacting with bosonic and fermionic reservoirs. HierarchicalEOM.jl achieves a

significant speedup with respect to the corresponding method in the Quantum Toolbox in

Python (QuTiP), upon which this package is founded.
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The time evolution of a closed quantum system can offer
important insights about its nature and properties. How-
ever, the dynamics are inevitable affected by interactions

with external environments1,2, which can involve the exchange of
energy or particles, and the suppression of quantum coherence.
Due to the effective continuum of degrees of freedom present in
these external baths3,4, modeling the dynamics of an open
quantum system can be challenging. This is especially the case
when perturbative approaches5 are no longer valid due to non-
Markovian effects emerging in the presence of strong interaction
with the bath6,7. In this regime, standard Markovian master
equations are no longer applicable, and non-perturbative tech-
niques are required8–12.

In particular, here we consider the hierarchical equations of
motion (HEOM) approach, which offers a non-perturbative13

characterization of all the environmental effects on the system.
This is achieved by using a hierarchy of auxiliary density operators
(ADOs) to model system-bath correlations and entanglement14,15.
This makes the HEOM suitable for studying complex systems
strongly coupled to either bosonic (with applications in quantum
biology16,17, quantum optics18, quantum thermodynamics19, and
quantum information20), or fermionic environments (for the
analysis of quantum transport21–23 and condensed matter
physics24). Additionally, quantum systems interacting simulta-
neously with both bosonic and fermionic environments can be
found in the study of electron transport through both natural and
artificial molecules25,26. Naturally, such an increase in the com-
plexity of the environment leads to an increase in computational
resources which, in the case of the HEOM method, corresponds to
an increase in the size of the HEOM Liouvillian superoperator
(HEOMLS) matrix. To deal with this issue, it is beneficial to
explore the numerical efficiency of programming languages
designed to optimize different computational resources.

In this work, we use Julia27,28: a dynamic general-purpose,
high-level programming language capable of high-performance in
scientific applications. It was created in 2012 with the goal to
build a language with the speed of C29, the dynamism of Ruby30,
the practicality of Python31, and able to solve statistics and
linear algebra tasks like R32 and Matlab33, respectively. Julia
is fast because it uses a just-in-time compiler34 to convert source
code into machine code before running it. Recently, many
researchers are turning to Julia to build high-performance
simulations and models for open quantum system dynamics35,
quantum optics36, quantum algorithms37 and quantum infor-
mation theories38. Moreover, the variable name in Julia sup-
ports UTF-8 encoding (e.g., Greek symbols and mathematical
symbols) which allows to write equations in code more elegantly.

HierarchicalEOM.jl is developed following the Julia
design philosophy: one can have machine performance without
sacrificing human convenience27. While integrating many of the
features presented in other open-source HEOM packages,
HierarchicalEOM.jl also includes other functionalities, such
as the estimation of importance values for all ADOs, the calcula-
tion of spectra for both bosonic and fermionic systems, the con-
struction of HEOMLS matrices for even- or odd-parity auxiliary
density operators, and a user-friendly interface (which interrogates
the ADOs multi-indexes) for gaining access to bath properties. By
wrapping some functions from other Julia packages39–41, we
could further optimize the computations of the dynamics and
stationary states for all ADOs. The entire ecosystem of Hier-
archicalEOM.jl package is summarized in Fig. 1.

Results
Preliminaries for hierarchical equations of motion. Throughout
this work, we consider an open quantum system (s) interacting

with fermionic (f) and bosonic (b) environments described by the
following total (T) Hamiltonian (ℏ is set to unity throughout this
work):

HT ¼ HsðtÞ þHf þ Hb þHsf þHsb; ð1Þ
where Hs(t) is the (possibly time-dependent) system Hamiltonian
containing boson and fermion particles. Here, we allow the fer-
mionic environment to be composed by multiple baths of non-
interacting fermionic degrees of freedom described by the
Hamiltonian

Hf ¼ ∑
α
∑
k
ϵα;kc

y
α;kcα;k; ð2Þ

where cα,kðcyα;kÞ annihilates (creates) a fermion (f) in the state k
(with energy ϵα,k) of the αth fermionic bath. Analogously,

Hb ¼ ∑
β
∑
k
ωβ;kb

y
β;kbβ;k; ð3Þ

describes a generic bosonic environment which can accommodate
multiple non-interacting bosonic baths in which bβ,kðbyβ;kÞ is the
bosonic annihilation (creation) operator associated to the kth
mode (with frequency ωβ,k) in the βth bosonic bath. This bosonic
environment can represent a broad range of physical environ-
ments, e.g., electromagnetic environments42,43, phonon
environments44–46, surface plasmon modes47,48 and vibronic
environments in molecules (e.g., nuclear motion in a photo-
synthetic complex22). The interaction Hamiltonian between a
fermionic system and the fermionic environments can be written
as

Hsf ¼ ∑
α;k

gα;kc
y
α;kds þ g�α;kd

y
s cα;k

� �
; ð4Þ

in terms of the coupling strengths gα,k. Analogously, the interac-
tion between a bosonic or fermionic system and the exterior
bosonic environments can be modeled by

Hsb ¼ V s ∑
β;k

gβ;kðbβ;k þ byβ;kÞ; ð5Þ

in terms of the coupling strengths gβ,k. Here, ds and Vs refer to the
coupling operators acting on the system’s degrees of freedom. In
particular, ds is a odd-parity operator destroying a fermion in the
system, while Vs is in general a Hermitian operator which can act
on both fermionic and bosonic systems. When Vs is acting on the
fermionic system, it must have even-parity to be compatible with
charge conservation. Furthermore, one can easily generalize to the
case where the system contains multiple bosonic and fermionic
quantum numbers (such as frequency, energy, or spin) interact-
ing with either individual or shared environment(s) [see Example
1 and Example 2].

To derive the HEOM, we assume the following three
conditions: (1) The system and the environments (baths) are
initialized in a separable state. (2) Each of the fermionic (bosonic)
baths is initially in thermal equilibrium characterized by a Fermi-
Dirac (Bose-Einstein) distribution. (3) The bath operator within
the system-bath interaction Hamiltonian should be linear in the
bath annihilation and creation operators, as shown in Eq. (4) and
Eq. (5).

Without resorting to any approximation, the reduced density
matrix for the system at time t can be written in terms of the
following Dyson series

ρp¼þ
s ðtÞ ¼ ĜðtÞ ρp¼þ

s ð0Þ� �
; ð6Þ

where, the propagator ĜðtÞ½�� is a canonical superoperator49 which
propagates the even-parity (p=+ ) or odd-parity (p=− )
operator initially in ρps ð0Þ. Furthermore, the reduced density
matrix of the system has even-parity and can be written as ρþs ð0Þ.
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The propagator takes the form

ĜðtÞ½�� ¼ T̂ exp �
Z t

0
dt1

Z t1

0
dt2 Ŵ f ðt1; t2Þ½�� þ Ŵbðt1; t2Þ½��
� �� �

;

ð7Þ
in terms of the time-ordering operator T̂ , together with
fermionic49 and bosonic15,16 operators explicitly written as

Ŵ f ðt1; t2Þ½�� ¼∑
α

∑
p¼±

∑
ν¼± 1

Cν
αðt1; t2Þ d�νs ðt2Þ; dνs ðt1Þ�

� �
�p

n
þCν

αðt2; t1Þ �d�νs ðt2Þ; dνs ðt1Þ
� �

�p

o
;

ð8Þ

and

Ŵbðt1; t2Þ½�� ¼ ∑
β

V sðt1Þ; CR
β ðt1; t2Þ½V sðt2Þ; ���þ iCI

βðt1; t2Þ½V sðt2Þ; ��þ
� �h i

�
;

ð9Þ
respectively. For simplicity, we define ν to denote the presence
(ν=+ 1) or absence (ν=− 1) of a Hermitian conjugation and
�ν :¼ �ν. Here, [⋅, ⋅]− and [⋅, ⋅]+ represent the commutator and
the anti-commutator introduced to allow the propagator to keep
track of the parity sector (labeled by p= ± ) it is acting on. This
dependence intuitively originates from the properties of partial
traces over composite fermionic spaces, where operators do not
necessarily commute.

As an example, for an environment made out of a single
fermion, the reduced matrix elements ih jρps j

�� 	 (in a basis labeled
by ih j and j

�� 	) involve the perturbative sum of expressions of the
form ih jðc~ρe~ρps cy þ ~ρe~ρ

p
s Þ j
�� 	 (in terms of environmental operators

~ρe, system operators ~ρps with parity p, and the environment-
annihilation operator c). These quantities depend on the
commutator between ~ρps and c, which is trivial only for even-
parity (p=+ ). In the odd-parity (p=− ) case, the partial trace
over the environment requires further anti-commutations,
ultimately resulting in extra minus signs in the expression for
the effective propagator describing the reduced dynamics49. It is
important to explicitly note that, here, by parity we do not refer to
the presence of an odd or even number of fermions in the system
but, rather, to the number of fermionic operators needed to
represent ρps . In summary, while commutators (− p=− ) appear

for the propagation of even-parity operators ρp¼þ
s ð0Þ (which

include the reduced density operator of the system), anti-
commutators (− p=+ ) appear for the propagation of odd-
parity operators ρp¼�

s ð0Þ [e.g., dsρþs ð0Þ or dys ρþs ð0Þ], which appear
in the computation of observables such as the density of states
(see the Methods section: Numerical computation of the
spectrum).

As it can be seen in Eq. (8) and Eq. (9), the effects of fermionic
and bosonic environments [initially in thermal equilibrium (eq) and
linearly coupled to the system] are completely encoded in the two-
time correlation functions C(t1, t2). In the fermionic case, they
depend on the spectral density Jα(ω)= 2π∑k∣gα,k∣2δ(ω−ωk) and the
Fermi-Dirac distribution neqα ðωÞ ¼ fexp½ðω� μαÞ=kBTα� þ 1g�1 as

Cν
αðt1; t2Þ ¼

1
2π

Z 1

�1
dωJαðωÞ

1� ν

2
þ νneqα ðωÞ


 �
eνiωðt1�t2Þ: ð10Þ

Analogously, in the bosonic case, they depend on the spectral
density JβðωÞ ¼ 2π∑kg

2
β;kδðω� ωkÞ and the Bose-Einstein distribu-

tion neqβ ðωÞ ¼ fexp½ω=kBTβ� � 1g�1 as

Cβðt1; t2Þ ¼
1
2π

Z 1

0
dωJβðωÞ neqβ ðωÞeiωðt1�t2Þ þ ðneqβ ðωÞ þ 1Þe�iωðt1�t2Þ

h i
:

ð11Þ
Here, kB is the Boltzmann constant and Tα(Tβ) represents the
absolute temperature of the α-fermionic (β-bosonic) bath. A non-
zero chemical potential (μα ≠ 0) in the α-fermionic bath can account
for non-equilibrium physics.

A more practical representation of Eq. (6) can be found by
expressing the bath correlation functions as a sum of exponential
terms (exponents). This allows to define an iterative procedure
which leads to the celebrated hierarchical equations of motion
(HEOM). Specifically, different approaches, such as the
Matsubara50 or the Padé51 spectral decompositions, can be used
(see Methods) to write the fermionic and bosonic correlation
functions as, respectively,

Cν
αðτÞ ¼ ∑

Nα

h¼1
ηνα;h expð�γνα;hτÞ; ð12Þ

Fig. 1 The ecosystem of the HierarchicalEOM.jl package. a Users should specify the system Hamiltonian Hs(t), coupling operators (Vs or ds), and the bath
correlation function C(t). For the exponent {ηk, γk}, users can either specify the physical parameters characterizing the spectral density of the bath by built-
in functions, or directly providing a list of exponents. b Construction of the bath-object which includes the system coupling operator and a list of exponents
characterizing the bath correlation function. c Construction of the HEOM Liouvillian superoperator (HEOMLS) matrix M̂ which defines the hierarchical
equations of motion from the system Hamiltonian and the bath-objects. d Computation of the dynamics and stationary states for all auxiliary density
operators using M̂. e The hierarchy dictionary translates the index of each ADO into the corresponding multi-index ensembles together with the
exponents of the bath, and vice-versa. f The hierarchy dictionary allows a high-level interpretation of the ADOs to compute some physical properties.
g Logo of HierarchicalEOM.jl package.
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and

CβðτÞ ¼ ∑
Nβ

l¼1
ξβ;l expð�χβ;lτÞ; ð13Þ

where τ= t1− t2, and Nα (Nβ) is the total number of exponentials
for the α-fermionic (β-bosonic) bath. When χβ;l ≠ χ

�
β;l , a closed

form for the HEOM can be obtained by further decomposing the
bosonic correlation function into its real (R) and imaginary (I)
parts as

CβðτÞ ¼ ∑
u¼R;I

ðδu;R þ iδu;IÞCu
βðτÞ ð14Þ

where δ is the Kronecker delta function and where

Cu
βðτÞ ¼ ∑

Nu
β

l¼1
ξuβ;l expð�χuβ;lτÞ: ð15Þ

The expressions for the fermionic [Eq. (12)] and bosonic
[Eq. (14)] correlation functions can now be used in Eq. (7). The
resulting expression can be recursively differentiated in
time18,49,52 to define a local master equation in an enlarged
space made out of auxiliary density operators (ADOs) ρðm;n;pÞ

jjq ðtÞ.
Intuitively, these variables encode environmental effects related to
different exponential terms present in the correlation function
and provide an iterative description of high-order system-baths
memory effects. In ρðm;n;pÞ

jjq ðtÞ, the tuple (m, n, p) represents the
mth-level-bosonic-and-nth-level-fermionic ADO with parity p,
and j (q) denotes a vector [jm,… , j1] ([qn,… , q1]), where each j
(q) represents a specific multi-index ensemble {β, u, l, σb} ({α, ν,
h, σf}). The indexes σb and σf are used to specify other quantum
numbers (such as energy or spin) of the system interacting with a
bosonic or fermionic bath, respectively. In this way, the
hierarchical equations of motion in the Schrödinger picture can
be expressed as

∂tρ
ðm;n;pÞ
jjq ðtÞ � M̂ρðm;n;pÞ

jjq ðtÞ

¼ � iL̂s þ ∑
m

r¼1
χjr þ ∑

n

w¼1
γqw

� 
ρðm;n;pÞ
jjq ðtÞ

� i ∑
q0=2q

Âq0ρ
ðm;nþ1;pÞ
jjqþ ðtÞ � i∑

j0
B̂j0ρ

ðmþ1;n;pÞ
jþjq ðtÞ

� i ∑
n

w¼1
ð�1Þn�wĈqwρ

ðm;n�1;pÞ
jjq�w ðtÞ � i ∑

m

r¼1
D̂jr

ρðm�1;n;pÞ
j�r jq ðtÞ;

ð16Þ
where we used the multi-index notations:

jþ ¼ j0; jm; ¼ ; j1
� �

;

qþ ¼ q0; qn; ¼ ; q1
� �

;

j�r ¼ jm; ¼ ; jrþ1; jr�1; ¼ ; j1
� �

;

q�w ¼ qn; ¼ ; qwþ1; qw�1; ¼ ; q1
� �

:

ð17Þ

Here, j0 can be chosen from any one of the elements in j or any
other bosonic multi-index ensemble that has not yet be
considered in j, whereas q0 =2 q due to the Pauli exclusion
principle.

Furthermore, we defined L̂s½�� ¼ ½HsðtÞ; ��� characterizing the
bare system dynamics. System-bath interactions are encoded by
the fermionic superoperators Âq, Ĉq (to couple the nth-level-
fermionic ADOs to the (n+ 1)th-level- and (n− 1)th-level-
fermionic ADOs, respectively), and the bosonic superoperators
B̂j, D̂j (to couple the mth-level-bosonic ADOs to the (m+ 1)th-
level- and (m− 1)th-level- bosonic ADOs, respectively). Their

explicit forms are given by

Âq½�� ¼ ð�1Þδp;� d�νσf ½�� � P̂s ½��d�νσ f
h in o

;

Ĉq½�� ¼ ð�1Þδp;� ηνα;hd
ν
σ f
½�� þ ðη�να;hÞ

�P̂s ½��dνσ f
h in o

;

B̂j½�� ¼ Vσb
; �

h i
�
;

D̂j½�� ¼ δu;Rξ
R
β;l Vσb

; �
h i

�
þ iδu;Iξ

I
β;l Vσb

; �
h i

þ
;

P̂s ρðm;n;± Þ
jjq ðtÞdνσ f

h i
¼ �ð�1Þnρðm;n;± Þ

jjq ðtÞdνσ f :
ð18Þ

The form of the HEOM in Eq. (16) can be applied to auxiliary
density operators with arbitrary parity symmetry. For example,
ρð0;0;þÞ
j ðtÞ is the system reduced density operator, and the odd-

parity operator ρð0;0;�Þ
j ðtÞ can take the form dνs ρ

ð0;0;þÞ
j ðtÞ as

mentioned after Eq. (9). To project in the different parity system
sub-spaces, we introduced the superoperator

P̂s½�� ¼
Y
σ f

exp iπdyσf dσ f

h i !
½��

Y
σf

exp iπdyσ f dσf

h i !
: ð19Þ

Overall, the HEOM Liouvillian superoperator (HEOMLS) M̂
characterizes the dynamics in the full ADOs space and it can,
numerically, be expressed as a matrix.

In practice, the dimensions of this matrix must be finite and
the hierarchical equations must be truncated at a suitable
bosonic-level (mmax) and fermionic-level (nmax). Previous
works23,53 showed that the computational effort can be optimized
by associating an importance value to each ADO and then
discarding all ADOs (in the second and higher levels) whose
importance value is smaller than a threshold value I th. The
importance value I for a given ADO ρðm;n;pÞ

jjq is defined as

I ρðm;n;pÞ
jjq

� �
¼
Ym
r¼1

ξjr

Re χjr

h i 1

∑r
x¼1 Re χjx

h i
0
@

1
A

������
������ ´
Yn
w¼1

ηqw

Re γqw

h i 1

∑w
x¼1 Re γqx

h i
0
@

1
A

������
������;

ð20Þ
where the first and second absolute value represents the
importance of the bosonic part26 and fermionic part54 of the
hierarchy, respectively. Note that for hybrid (consider bosonic
and fermionic baths at the same time) cases, we retain all the
ADOs where their hierarchy levels (m, n)∈ {(0, 0), (0, 1), (1, 0),
(1, 1)}, and all the other high-level ADOs may be neglected if
their importance value is less than I th. Moreover, the full
hierarchical equations can be recovered in the limiting case
I th ! 0. We will provide a concrete example and detailed
discussion later.

Package architecture and design philosophy. The package
HierarchicalEOM.jl is designed to integrate the efficiency
of Julia with the functionalities provided by other existing
HEOM packages15,24,55–57. This leads to an intuitive interface to
construct arbitrary Hamiltonians and initial states (which can be
accomplished directly with the built-in library for linear algebra
in Julia or by taking advantage of the package
QuantumOptics.jl36). We now introduce the ecosystem of
the package as summarized in Fig. 1.

Following Fig. 1(a) and Fig. 1(b), users should specify the
system Hamiltonian Hs(t), system coupling operators Vs (ds)
describing the interaction with bosonic (fermionic) baths, and the
bath correlation functions. For the bath correlation functions in
Eq. (10) and Eq. (11), users can specify them by an exponential
series as shown in Eqs. ((12)–(15)). HierarchicalEOM.jl
provides built-in functions to construct these series from physical
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parameters (e.g., coupling strength, temperature, etc.). For
example, it is possible to choose a Drude-Lorentz spectral density
for bosonic baths and a Lorentzian spectral density for fermionic
baths. For each of these cases, the correlations are computed
using either the Matsubara50 or Padé spectral decomposition51.
Alternatively, HierarchicalEOM.jl offers the possibility to
manually define the correlation functions (simply supplying the
list of exponents). Additional spectral densities could be
incorporated into the built-in functions in future releases. We
explicitly note that the package allows for any combination of
fermionic and bosonic baths.

After the definition of the bath, users can further construct the
HEOMLS matrix M̂ in Eq. (16) together with the system
Hamiltonian Hs(t), see Fig. 1c. At this stage, Hierarchica-
lEOM.jl offers the possibility to optimize this matrix by
neglecting all the ADOs (at second or higher level) whose
importance values in Eq. (20) are below the user-specified
threshold I th. It is also possible to construct M̂ within the even-
or odd-parity sector depending on the parity of the auxiliary
density operator upon which the HEOMLS matrix is acting on
(see the Methods section: Numerical computation of the
spectrum). Moreover, our package allows users to further add a
Lindbladian (superoperator) to M̂. The Lindbladian describes the
dissipative interaction between the system and extra environment
while its explicit form is given by

Ĵ ðFÞ �½ � ¼ F �½ �Fy � 1
2

FyF; �� �
þ; ð21Þ

where F is the jump operator and describes the dissipation
dynamics of the system. Including such Lindbladians when some
of the baths are weakly coupled to the system is more efficient
than solving the full HEOM since it does not require any ADOs
for such baths and hence reduces the size of M̂ (see Example 2
for more details).

As shown in Fig. 1d, with this information it is possible to
proceed with solving for the dynamics of all the ADOs as
described in Eq. (16). HierarchicalEOM.jl provides two
distinct methods to compute the dynamics. The first one relies on
DifferentialEquations.jl39 which provides a set of
low-level solvers for ordinary differential equations. The second
method directly builds the propagator when the system
Hamiltonian is time-independent: ĜðtÞ ¼ expðM̂tÞ using
FastExpm.jl41 which is optimized for the exponentiation of
either large-dense or sparse matrices. In addition, Hierarch-
icalEOM.jl can also directly solve for the stationary states of
all the ADOs using LinearSolve.jl40, which offers a unified
interface to solve linear equations in Julia.

To allow further analysis of specific physical properties,
HierarchicalEOM.jl provides a hierarchy dictionary, as
depicted in Fig. 1e, f. This dictionary translates the index of each
ADO in terms of the corresponding exponential terms of the
bath, and vice-versa. This feature is designed to allow a high-level
description of the ADOs, which can be useful in the analysis of
electronic currents21,23, heat currents19,58,59, and higher-order
moments of heat currents60. Moreover, Hierarchica-
lEOM.jl can calculate the spectrum for both bosonic and
fermionic systems using LinearSolve.jl (see the Methods
section: Numerical computation of the spectrum).

We now demonstrate the use of HierarchicalEOM.jl
with two examples: a single impurity strongly coupled to
fermionic reservoirs and an ultra-strongly coupled charge-cavity
system interacting with both bosonic and fermionic reservoirs.

Example 1: Electronic system strongly interacting with fer-
mionic reservoirs. The investigation of the Kondo effect in

electronic systems is crucial as it serves both as a valuable testing
ground for the theories of the Kondo effect and has the potential
to lead to a better understanding of this intrinsic many-body
phenomena61–63, with applications in building new generation
nanoscale electronic devices64–66 and quantum computation67. In
this sense, we here consider a single-level electronic system
[which can be populated by a spin up, σf= ↑, or spin down
electron, σf= ↓] coupled to two [left (L) and right (R)] fermionic
reservoirs, as illustrated in Fig. 2. In this case, the different
Hamiltonian terms in Eq. (1) take the form

Hs ¼ ϵ dy"d" þ dy#d#
� �

þ U dy"d"d
y
#d#

� �
;

Hf ¼ ∑
α¼L;R

∑
σ f¼";#

∑
k
ϵα;σ f ;kc

y
α;σ f ;k

cα;σ f ;k;

Hsf ¼ ∑
α¼L;R

∑
σ f¼";#

∑
k
gα;kc

y
α;σ f ;k

dσ f þ g�α;kd
y
σ f
cα;σ f ;k;

ð22Þ

where ϵ is the energy of the impurity and U is the Coulomb
repulsion energy for double occupation. We further assume both
fermionic reservoirs to have a Lorentzian-shaped spectral density.
As we discussed above, the correlation function in Eq. (10) can be
expressed as a sum of exponential terms, see Eq. (12), using the
Padé decomposition (see Methods). These spectral densities
depend on the following physical parameters: the coupling strength
ΓL= ΓR= Γ between system and reservoirs, the band-width Wα,
the temperature T, and the chemical potential μL=− μR= eΦ/2,
where e is the elementary charge, and Φ is the bias voltage. We
summarize the values of these parameters in Table. 1. With these
choices, it is now possible to use HierarchicalEOM.jl to
construct the HEOMLS matrix M̂ and solve for the stationary
states of all the auxiliary density operators (ADOs).

By using the built-in function in HierarchicalEOM.jl,
we first compute the spectrum of the system (also known as
density of states (DOS); see Methods) in the stationary state and
plot the results in Fig. 3a. The DOS of the system exhibits two

Fig. 2 Schematic illustration of a light-matter system (an electron
coupled to a bosonic mode in a cavity) interacting with bosonic and
fermionic reservoirs. Here, g is the coupling strength between the electron
and cavity, Δ is the coupling strength between the cavity and the bosonic
reservoir, and ΓL= ΓR= Γ are the coupling strengths between the electron
and its fermionic reservoirs.
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Hubbard peaks and an additional central peak. The negative
frequency Hubbard peak is a consequence of the singly occupied
electron state with either spin-up or spin-down. Similarly, double
occupation of the state contributes to the resonance at energy
ϵ+U. When the system is in equilibrium, the Kondo-resonance
central peak is a consequence of the many-body entanglement
between the single electron populating the system and the
electrons in the fermionic reservoirs. As the bias voltage Φ is
increased, the central peak splits into two68. This ultimately
results in two distinct energies for the Kondo cloud which depend
on the Fermi-level of the fermionic reservoirs69,70.

Alternatively, the Kondo effect can also be probed by
calculating the differential conductance G= dI/dΦ between the
system and fermionic reservoirs. To compute this quantity, we
first compute the electronic current in the stationary states of the
ADOs (see Methods) as a function of the bias voltage Φ and then
take the derivative numerically. The zero-bias conductance peak
shown in Fig. 3b is another manifestation of the existence of a
single-channel spin-1/2 Kondo resonance. In fact, in this regime,
the system effectively acts as a one-dimensional channel for the
moving electrons thereby increasing the conductance71.

Example 2: The ultra-strongly coupled charge-cavity system
interacting with bosonic and fermionic reservoirs. A crucial
aspect of quantum transport research involves investigating
impurities, coupled to normal metal contacts, whose charge
degree of freedom is strongly coupled to cavity photons72–74. By
integrating quantum dots with microwave cavities, researchers
can investigate such novel cavity quantum electrodynamics
systems75, yielding insights into a diverse range of quantum
phenomena such as out-of-equilibrium state occupation in dou-
ble quantum dots76, reservoir-induced charge relaxation in single
dots77, and photo-assisted tunneling processes72,78. Going beyond
the strong coupling regime, we here consider a single-level elec-
tronic system ultra-strongly coupled to a single-mode cavity79.
The electronic impurity is in contact with two distinct, left (L)
and right (R), fermionic reservoirs, while the cavity is in contact
with a bosonic reservoir, as illustrated in Fig. 2. In order to focus
on the charge-photon interaction, this model neglects the elec-
tronic spin degree of freedom. As a consequence, the different
contributions to the total Hamiltonian, as given in Eq. (1), can be
expressed as

Hs ¼ ϵdyd þ ωca
yaþ gdyd aþ ay

� �
;

Hf ¼ ∑
α¼L;R

∑
k
ϵα;kc

y
α;kcα;k;

Hb ¼ ∑
k
ωkb

y
kbk;

Hsf ¼ ∑
α¼L;R

∑
k
gα;kc

y
α;kd þ g�α;kd

ycα;k;

Hsb ¼ ∑
k
gk aþ ay
� �

bk þ byk
� �

;

ð23Þ

in terms of the energy ϵ of the electronic state, the frequency ωc of
the single-mode cavity, the electron-cavity coupling strength g,
and the annihilation (creation) operator a (a†) of the single-mode
cavity. We assume a Drude-Lorentz (Lorentzian) spectral density
for the bosonic (fermionic) reservoir(s). As previously discussed,
the correlation function in Eq. (10) and Eq. (11) can be expressed
as a sum of exponential terms using the Padé decomposition, as
shown in Eq. (12) and Eq. (13), respectively.

The environmental spectral densities depend on the following
physical parameters: the coupling strength ΓL= ΓR= Γ between
the electron and the fermionic reservoirs, the coupling strength Δ
between the single-mode cavity and the bosonic reservoir, the
band-width Wα (Wβ) of the fermionic (bosonic) reservoirs, theT
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chemical potentials μL=− μR= eΦ/2 for the left and right
fermionic reservoirs, and the temperature T common to all
reservoirs. All values of the parameters are summarized in
Table. 1. Using these parameters as input in Hierarchica-
lEOM.jl, we can construct the HEOMLS matrix M̂ and solve
for the stationary states of all the ADOs.

We now compute the spectra (see Methods) of both the charge
(density of states; DOS) and cavity (power spectral density; PSD)
using the built-in function in HierarchicalEOM.jl, and plot
the results in Fig. 4. Here, we consider the bias voltage Φ= 6,
such that the site energy of the charge system aligns with the
Fermi-level of one of the fermionic reservoirs, increasing the
likelihood of electron tunneling to the fermionic reservoirs. We
first discuss the DOS of the charge system, as shown in Fig. 4a. As
the coupling strength g between the charge and the cavity
increases, the DOS of the charge system decreases and its peak
shifts towards lower energies. This can be attributed to the energy
shift induced by the cavity field on the electronic level. To explore
the charge-cavity interaction, we now analyze the PSD of the
cavity system, see Fig. 4b. The PSD of the cavity exhibits a single

large peak at ω= Γ= ωc for g∈ (0, 0.5], indicating that the cavity
resonance is largely unaffected by the electronic system, but that
it does induce additional broadening.

It is interesting to further compare the differences between the
HEOM and a perturbative master equation (ME) approach. We
do this by reducing the interaction strength Δ= 0.01ωc between
the cavity and its bosonic reservoir to a weak-coupling regime.
We model the interaction between the system and bosonic
reservoir with a Born-Markov master equation80 using the
Lindbladian given in Eq. (21). More specifically, we replace the
bosonic part of HEOM with the following term

JβðωcÞ neqβ ðωcÞ þ 1
� �

Ĵ ðaÞ þ neqβ ωc

� �
Ĵ ay
� �h i

ρð0;n;pÞjq ðtÞ ð24Þ

on the right-hand side of Eq. (16). Here, Jβ is the spectral density
of the bosonic bath (assumed to be Drude-Lorentz in this case)
and neqβ is the Bose-Einstein distribution. In this specific scenario,
it is evident that the outcomes derived from the master equation
approach may overestimate the magnitude when compared to the
HEOM results in the high-frequency range of the PSD. The origin

Fig. 3 The Kondo resonance from equilibrium to non-equilibrium. In a, the black dashed, red dash-dotted, orange dotted, green solid, and blue dashed
curves represent the density of states A(ω) for bias voltage Φ at 0, 1, 2, 3, and 4mV, respectively. One can observe that the density of states of the
electronic system exhibits two Hubbard peaks and an additional central peak at equilibrium (i.e., bias voltage Φ= 0). By increasing the bias voltage Φ to
non-equilibrium, the central peak is suppressed and splits into two. In b, the black curve shows the effects of the Kondo resonance on the differential
conductance as a function of bias voltage Φ. The conductance G has a peak at Φ= 0 as the Kondo resonance acts as a transport channel for the electron.

Fig. 4 Effects of the electron-cavity coupling on the spectra of the charge and cavity system. In a, the black dashed, red dotted, and blue solid curves
represent the density of states A(ω) for the charge-cavity coupling strength g at 0, 0.25Γ, and 0.5Γ, respectively. The resonance in the density of states of
the charge system is reduced and shifts towards lower energies as g increases. In b, we plot the power spectral density S(ω) of the cavity and uses two
different methods [HEOM (red dotted and blue solid curves for g at 0.25Γ and 0.5Γ, respectively) and perturbative master equation (abbreviated as ME,
which is represented by orange dash-dotted and green dashed curves for g at 0.25Γ and 0.5Γ, respectively)] to describe the interaction between the cavity
and the bosonic reservoir. Both approaches show a single peak at ω=ωc for g∈ (0, 0.5]. The Born-Markov approximation used to derive the ME may
result in an inaccurate estimation of the magnitude of the S(ω) compared to the HEOM, especially in the high-frequency range.
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of this inconsistency can be attributed to the non-Markovian
effect5,9,81,82 arising from the bosonic reservoir, characterized by
the narrow band-width of the Drude-Lorentz spectral density
(Wβ= 0.2) we use to describe it; even though the coupling
strength is weak, this narrow width implies the environment can
still have memory. In addition, the master equation has limited
capability in addressing the combined influence of electron-cavity
interactions and electron-fermionic-reservoir hybridization.
Nevertheless, these challenges can be effectively tackled using
the HEOM approach.

Applying the same methodology as in the previous example,
one can also calculate the conductance between the charge system
and the fermionic reservoirs, as shown in Fig. 5. We begin by
examining the case when the charge system is not coupled to the
cavity (g= 0). In this scenario, due to the finite band-width of the
fermionic reservoirs Wα and a site energy of the charge system
ϵ=− 3 being far away from the Fermi-level, a local minimum of
the conductance is observed at Φ= 0. Additionally, the
conductance increases with increasing ∣Φ∣, reaching its maximum
value when the site energy ϵ coincides with the Fermi-level of one
of the fermionic reservoirs, resulting in the splitting of the peaks
in the conductance.

Conversely, when the charge is coupled to the cavity (g > 0), the
average energy of the charge in the electronic system decreases
away from the Fermi-levels of the fermionic reservoirs, resulting
in a decrease in conductance. It should be noted that the
maximum conductance will be achieved with larger ∣Φ∣, leading
to a wider splitting of the conductance peak.

Capabilities of HierarchicalEOM.jl and comparison with other
packages. Recent developments in the field of HEOM have lead
to an explosion of open source software, such as PHI55, HEOM-
QUICK24, DM-HEOM56, PyHEOM57, and QuTiP-BoFiN15,83,84.
These packages are written in different programming languages
which have different capabilities. Thus, in Table 2, we briefly

compare their differences and similarities with respect to
HierarchicalEOM.jl.

We first emphasize the advantage of specifying the importance
threshold I th and estimating the importance for each ADOs with
Eq. (20), which are not available for other packages listed in
Table 2. The main computational complexity can be quantified by
the total number of ADOs because it directly affects the size of

M̂. The importance criterion I ρðm;n;pÞ
jjq

� �
≥ I th allows us to only

consider the ADOs which affects the dynamics more, and thus,
reduce the size of M̂. Table 3 summarizes the number of ADOs
with respect to different truncation level nmax and importance
thresholds I th. We observe a reduction in the number of auxiliary
density operators when I th increases.

We further discuss the consistency of the importance criterion
and consider the parameter settings in example 1 (see Table 1). In
this case, we first increase the truncation level until we find out
that the values of electronic current converges at nmax ¼ 4, which
requires 396,607 ADOs (as shown in Table. 3) to describe the
dynamics. The effects on the convergence of the electronic
current while using the importance criterion are shown in Fig. 6.
For the equilibrium case (Φ= 0), one can observe that the
electronic current already converged at I th ¼ 10�5. However, by
increasing the bias voltage to non-equilibrium Φ > 0, the results
obtained with a higher I th show larger deviation from the
converged results. The results converge at I th ¼ 10�7 and require
only 49,713 ADOs (as shown in Table. 3). For too large
thresholds I th ≥ 10

�4, we observe unphysical negative electronic
currents or even fail to obtain the stationary states of the ADOs.

We now compare the performance in constructing HEOMLS
matrix M̂, solving time evolution (TE) of ADOs, and solving the
stationary states (SS) of ADOs between Hierarchica-
lEOM.jl and QuTiP-BoFiN15,83,84. This choice is motivated
by the fact that QuTiP-BoFiN served as an inspiration and
guide for the development of this package, and thus has similar
features, and by the fact that they are both purely written in high-
level languages (Python and Julia). For this comparison, we
consider the same setting in example 1 (see Table 1). The
benchmark result of constructing M̂ are shown in Fig. 7a.
HierarchicalEOM.jl not only improves the computational
time on single-thread processing but also supports multi-
threading to make the process of constructing M̂ faster. Note
that we only consider the importance threshold I th ¼ 0:0 in this
benchmark because QuTiP-BoFiN does not support this
functionality at this time. On top of the speed up in constructing
M̂, we emphasize that HierarchicalEOM.jl is also faster in
computing the time evolution and stationary states of the ADOs,
as shown in Fig. 7(b), largely because of underlying performance
beneftis of the numerical libraries in Julia39–41. For example,
DifferentialEquations.jl39 provides a unified user
interface to solve the differential equations with various choices
of solver. HierarchicalEOM.jl wrapped a subset of the
functions in DifferentialEquations.jl for solving TE of
the ADOs, and users can optimize their solver choice depending
on the problem. We have also wrapped some of the functions in
LinearSolver.jl40 for users to solve the stationary states of
ADOs and the spectrum of the system with different solvers.
These functionalities improve both runtime and accuracy
compared to the libraries currently available in Python.

Conclusion
In conclusion, the HierarchicalEOM.jl software package
provides a user-friendly and efficient tool for simulating complex
open quantum systems, including non-Markovian effects due to

Fig. 5 Effect of the electron-cavity coupling on the conductance between
the charge system and fermionic reservoirs. The black dashed, red dotted,
and blue solid curves represent the conductance G for the charge-cavity
coupling strength g at 0, 0.25Γ, and 0.5Γ, respectively. The conductance
depends on the absolute value of the bias voltage Φ and reaches its
maximum when the average energy of the charge system is equal to the
Fermi-level of one of the fermionic reservoirs, i.e., when e Φj j=2 ¼ ϵ. As the
electron-cavity coupling g increases, both the conductance G and the
average energy of the charge system decrease, resulting in a wider splitting
of the conductance peaks.
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non-perturbative interaction with one, or multiple, environments.
The following characteristics define the package:

● It decreases the number of ADOs and the size of the
HEOMLS matrices by allowing the users to specify
importance thresholds23,26.

● It provides built-in functions to calculate the spectrum for
both bosonic and fermionic systems based on
LinearSolve.jl40.

● It provides a dictionary translating the index of the ADOs
to the corresponding bath exponential-expansion series,
and vice versa. This allows an easy way to interrogate the
ADOs to gain access to bath properties, like electronic and
heat currents.

● Users can choose to construct the HEOMLS matrices
within even- or odd-parity. It depends on the parity of the
operator which the HEOMLS matrix is acting on.

● It provides built-in functions for the users to further add
Lindbladians to the HEOMLS matrices while keeping the
size of HEOMLS matrices unchanged (it does not extend
the ADO space). The Lindbladian describes the dissipative
interactions (under Born-Markov approximation80)
between the system and extra environments.

Moreover, HierarchicalEOM.jl also takes advantage of
other available packages for the following features:

● It is written in Julia.
● It supports different choices of spectral densities and

spectral decomposition methods to accurately compute
bath correlation functions.

● It supports time-dependent system Hamiltonians.
● It constructs the HEOMLS matrices for different types

(bosonic, fermionic, or hybrid) of baths.
● The HEOMLS matrices are constructed using multi-

threading.
● It provides different methods based on

DifferentialEquations.jl39,
LinearSolve.jl40, and FastExpm.jl41 to compute
the dynamics and stationary states of all ADOs.

Table 2 Comparison between different open source HEOM packages.

Package Name PHI55 HEOM-QUICK24 DM-HEOM56 PyHEOM57 QuTiP-BoFiN15 HierarchicalEOM.jl

Language Fortran Fortran C/C++ C++/Python Python Julia
Documentation ✓ ✓ ✓ × ✓ ✓
RunTests × × × × ✓ ✓
Bosonic Bath ✓ × ✓ ✓ ✓ ✓
Fermionic Bath × ✓ × × ✓ ✓
Hybrid Bath × × × × ✓ ✓
T-D system support × ✓ × × ✓ ✓
Parity support × ✓ × × × ✓
Importance support × × × × × ✓

For each package, the check (cross) mark represents the presence (absence) of support for the listed functionalities. Language specifies the programming language. Documentation labels the availability
of instructions for installing and running the code. RunTests describes the availability of a suite of tests to ensure the correct functionality of the package. T-D system describes the availability of the
system Hamiltonian Hs to be time-dependent (T-D). Parity describes the availability of constructing the HEOMLS matrices for even- or odd-parity auxiliary density operators.

Table 3 Number of auxiliary density operators for different truncation values of the fermionic hierarchy level and different
thresholds of the importance value.

nmaxnI th 10−3 10−4 10−5 10−6 10−7 10−8 10−9 10−10 0.0

1 57 57 57 57 57 57 57 57 57
2 249 873 1193 1421 1569 1597 1597 1597 1597
3 305 1489 4241 12,713 18,933 23,693 27,161 28,645 29,317
4 305 1489 5011 18,901 49,713 126,715 205,803 274,249 396,607
5 305 1489 5011 19,013 55,173 170,297 418,589 931,551 4,216,423
6 305 1489 5011 19,013 55,201 171,557 444,979 1,137,239 36,684,859

Here, we use the parameters from example 1 (see Table 1), where nmax is the truncation tier of the fermionic hierarchy and I th is the importance threshold. Note that we only neglect the ADOs in the
second and higher levels (n≥2) whose importance value is smaller than I th .

Fig. 6 Convergence of the electronic current with respect to the
importance threshold. Here, we consider the parameters setting in
example 1 (see Table 1) and show the electronic current IL (from the left-
hand side fermionic reservoir into the system) as a function of bias voltage
Φ where the red dashed, green dash-dotted, blue solid curves, and black
dots correspond to the importance threshold I th at 10−5, 10−6, 10−7, and
0, respectively. The values of electronic current converge when I th ¼ 10�7,
which reduces the number of ADOs from 396,607 (I th ¼ 0) to 49,713, as
shown in Table 3.
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We exemplified the functionalities of Hier-
archicalEOM.jl using two physics examples where we
observed order of magnitudes speedups with respect to QuTiP-
BoFiN in constructing HEOMLS matrices and solving dynamics
and stationary states for all ADOs. As a result, we believe that
HierarchicalEOM.jl will be a valuable tool for researchers
working in different fields such as quantum biology, quantum
optics, quantum thermodynamics, quantum information, quan-
tum transport, and condensed matter physics.

We further plan to extend the software for future releases in two
different directions. First, we aim to add fitting routines to the
decomposition methods used to compute correlation functions,
thereby expanding the domain of spectral densities supported by the
HEOM approach. Second, we aim to improve the computational
efficiency of the package by reducing the complexity of the HEOM
(for example imposing Hermiticity23,24) and by including support
for distributed computing on clusters and GPU computing.

Methods
Table of symbols. Table 4 summarizes the most relevant symbols
used throughout the article.

Fermion correlation function with Lorentzian spectral density.
In this subsection, we present an example for the decomposition
of a α-fermionic reservoir correlation function as a sum of Nα-
exponential terms. In particular, we focus on the following Lor-
entzian spectral density

JαðωÞ ¼
ΓαW

2
α

ðω� μαÞ2 þW2
α

; ð25Þ

where Γα represents the coupling strength between system and α-
fermionic reservoir with band-width Wα and chemical potential
μα. We now express the Fermi-Dirac distribution neqα ðxÞ ¼
fexpðxÞ þ 1g�1 as a series by employing the Padé
decomposition51 (which has been reported15,52 to enjoy a faster
convergence than the Matsubara one50) to obtain

neqα ðxÞ � nPad�eα ðxÞ ¼ 1
2
� ∑

Nα

h¼2

2κhx

x2 þ ζ2h
; ð26Þ

where the parameters κh and ζh are described in previous work51

and depend on the choice of Nα. Thus, the integration in Eq. (10)

can be analytically performed using the residue theorem and
results in Eq. (12), which explicitly reads

Cν
αðτÞ � ∑

Nα

h¼1
ηνα;h exp �γνα;hτ

� �
ð27Þ

with

ηνα;1 ¼
ΓαWα

2
nPad�eα

iWα

kBT

� 
;

γνα;1 ¼ Wα � νiμα;

ηνα;h≠1 ¼ �iκhkBT � ΓαW
2
α

�ðζhkBTÞ2 þW2
α

;

ηνα;h≠1 ¼ ζhkBT � νiμα:

ð28Þ

Boson correlation function with Drude-Lorentz spectral den-
sity. In this subsection, we present an example for the decom-
position of a β-bosonic reservoir correlation function as a sum of
Nβ-exponential terms. In particular, we focus on the following
Drude-Lorentz spectral density

JβðωÞ ¼
4ΔβWβω

ω2 þW2
β

; ð29Þ

in which Δβ represents the coupling strength between the system
and the β-bosonic reservoir with band-width Wβ. Similarly as in
the fermionic case, we can now express the Bose-Einstein dis-
tribution neqβ ðxÞ ¼ fexpðxÞ � 1g�1 as a series by employing the
Padé decomposition51, to obtain

neqβ ðxÞ � nPad�eβ ðxÞ ¼ 1
x
� 1

2
þ ∑

Nβ

l¼2

2κlx

x2 þ ζ2l
; ð30Þ

where the parameters κl and ζl are described in previous work51

and depend on the choice of Nβ. Using this decomposition, the
integration in Eq. (11) can be analytically performed using the
residue theorem and results in Eq. (13), which explicitly reads

CβðτÞ � ∑
Nβ

l¼1
ξβ;l exp �χβ;lτ

� �
ð31Þ

Fig. 7 Benchmark of the performance between HierarchicalEOM.jl and QuTiP-BoFiN. We consider the parameters used in example 1 (see Table 1).
Note that QuTiP-BoFiN15,83,84 currently does not support the estimation of importance for ADOs, and thus, we set I th ¼ 0 here. The benchmark
was done on a workstation with two Intel(R) Xeon(R) Silver 4110 @2.10GHz CPUs and 256 GB memory. The software versions were QuTiP 4.7.1,
HierarchicalEOM.jl 0.1.0, Python 3.7.6, and Julia 1.8.2. The operating system was CentOS Linux 8.1.1911. In a, we show the total runtime versus
truncation level nmax for the construction of the HEOMLS matrices M̂ using QuTiP-BoFiN (red crosses) and HierarchicalEOM.jl (black tirangles
and blue circles represent 1 and 8 threads used during the process of constructing the matrices, respectively). Note that QuTiP-BoFiN currently only
supports single-thread process for the construction of M̂. In b, we show the total runtime versus truncation level nmax for calculating the stationary states
(SS), represented as dashed lines, and time evolution (TE), represented as solid lines, of the auxiliary density operators using QuTiP-BoFiN (red crosses
and green squares) and HierarchicalEOM.jl (blue circles and black triangles).
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with

ξβ;1 ¼ ΔβWβ �iþ cot
Wβ

2kBT

� 
 �
;

χβ;1 ¼ Wβ;

ξβ;l≠1 ¼ �2κlkBT � 2ΔβWβ � ζ lkBT
�ðζ lkBTÞ2 þW2

β

;

χβ;l≠1 ¼ ζ lkBT:

ð32Þ

Contrary to the fermionic case, we note that, here, the correlation
function does not have to be further decomposed into its real and
imaginary part since χβ;l ¼ χ�β;l 8 l.

Numerical computation of the spectrum. In this subsection, we
briefly summarize how to numerically compute the spectrum
associated with the system degree of freedom. Previous work13

showed that the spectrum can be evaluated either in time or
frequency domain. HierarchicalEOM.jl provides a built-in
function which performs the calculation in frequency domain. In
the following, we first focus on the bosonic case (to compute the
power spectral density) and, next, on fermionic case (to compute
the density of states).

In order to compute the power spectral density in the time-
domain, we write the system correlation function in terms of the

propagator ĜðtÞ ¼ expðM̂tÞ, for t > 0, when the system

Hamiltonian is time-independent. The power spectral density
associated with σb can be obtained as

πSσb ðωÞ ¼ Re
Z 1

0
dt ayσb ðtÞaσb ð0Þ
D E�

eiωt
� �

¼ Re
Z 1

0
dt ayσb ðtÞaσb ð0Þ
D E

e�iωt

� �

¼ Re
Z 1

0
dt ayσbe

M̂taσb

D E
e�iωt

� �

¼ Re
Z 1

0
dt ayσbe

ðM̂�iωÞtaσb

D E� �

¼ Re � ayσb ðM̂� iωÞ�1
aσb

D En o
¼ �Re Tr ayσb ðM̂� iωÞ�1

aσbρ
ðm;n;þÞ
jjq

h in o
¼ �Re Tr ayσbx

h in o
;

ð33Þ

where a half-Fourier transform has been introduced in the fifth
line. To determine x at a fixed frequency ω, one can express all of
the ADOs in a vector form and then solve the linear problem
Ax= b (where A ¼ M̂� iω and b ¼ aσbρ

ðm;n;þÞ
jjq ) using the

package LinearSolve.jl40. We note that, while in principle
all the ADOs are required to solve for x, only the reduced density
operator (m= 0 and n= 0) is considered when taking the
final trace.

In order to compute the density of states, we start from the
retarded Green’s function13

GR
σ f
ðtÞ ¼ �iΘðtÞ dσ f ðtÞd

y
σ f
ð0Þ

D E
þ dyσ f ðtÞdσ f ð0Þ
D E�n o

; ð34Þ
in which the Heaviside function Θ(t) is needed to impose
causality. Similarly to the bosonic case, the density of states
associated with σf can be written in compact form as

πAσ f
ðωÞ ¼ � Im

Z 1

�1
GR
σ f
ðtÞeiωtdt

¼ Re
Z 1

0
dt dσ f ðtÞd

y
σ f
ð0Þ

D E
þ dyσ f ðtÞdσ f ð0Þ
D E�h i

eiωt
� �

¼� Re Tr dσ f ðM̂þ iωÞ�1
dyσ f ρ

ðm;n;þÞ
jjq

h in
þ Tr dyσ f ðM̂� iωÞ�1

dσ f ρ
ðm;n;þÞ
jjq

h io
¼� Re Tr dσ f xþ

h i
þ Tr dyσ f x�

h in o
;

ð35Þ
where x+ is determined by solving

ðM̂þ iωÞxþ ¼ dyσ f ρ
ðm;n;þÞ
jjq ; ð36Þ

and x− is determined by solving

ðM̂� iωÞx� ¼ dσ f ρ
ðm;n;þÞ
jjq : ð37Þ

Here, the HEOMLS matrix M̂ acts on the odd-parity (p=− )
space, compatibly with the parity of both the operators dσ f ρ

ðm;n;þÞ
jjq

and dyσ f ρ
ðm;n;þÞ
jjq . As for the computation of the power spectral

density, we only need the reduced density operator (m= 0 and
n= 0) to take the final trace operation.

Electronic current. In this subsection, we discuss how to com-
pute an environmental observable: the electronic current. Within
the influence functional approach21,23, the expectation value of
the electronic current from the α-fermionic bath into the system
can be written in terms of the first-level-fermionic (n= 1)

Table 4 List of symbols.

Symbol Description

σb specification of different quantum numbers of the
bosonic system

σf specification of different quantum numbers of the
fermionic system

β specification of different bosonic baths
α specification of different fermionic baths
[⋅, ⋅]− commutator
[⋅, ⋅]+ anti-commutator
ν∈ {+ 1,− 1} presence (+ 1) or absence (− 1) of Hermitian

conjugation
�ν opposite of ν: �ν � �ν

p∈ {+ ,− } even-parity (+ ) or odd-parity (− ) of the operator
u 2 fR; Ig Real (R) or imaginary (I) part of bosonic correlation

function
C(t1, t2) two time correlation function of the bath
neq(ω) Fermi-Dirac or Bose-Einstein equilibrium distribution
J(ω) spectral density of the bath
Ĝ½�� superoperator which propagates all auxiliary density

operators (ADOs)
M̂½�� HEOM Liouvillian superoperator (matrix)
Ĵ ðFÞ½�� Lindbladian superoperator with jump operator F
ρðm;n;pÞ
jjq auxiliary density operator (ADO)
ρð0;0;þÞ
j reduced density operator
m bosonic hierarchy level
n fermionic hierarchy level
j vector of bosonic multi-index ensembles: [jm,… , j1]
q vector of fermionic multi-index ensembles: [qn,… , q1]
I ρðm;n;pÞ

jjq
� �

importance value of a given auxiliary density operator
(ADO)

I th threshold of importance value
A(ω) spectrum of fermionic system (density of states, DOS)
S(ω) spectrum of bosonic system (power spectral density,

PSD)
Iα electronic current from α-fermionic bath into the system
G conductance

We summarize the most relevant symbols used in this article.
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auxiliary density operators, namely

IαðtÞ
� 	 ¼ ð�eÞ d N α

� 	
dt

¼ ie ∑
ν;h;σ f

ð�1Þδν;� Tr d�νσ f ρ
ð0;1;þÞ
jfα;ν;h;σ f gðtÞ

h i
;

ð38Þ

where e represents the value of the elementary charge, and N α ¼
∑kc

y
α;kcα;k is the occupation number operator for the α-fermionic

bath. To compute this quantity, it is possible to first use
HierarchicalEOM.jl to obtain the stationary states for the
ADOs ρðm;n;þÞ

jjq ðtÞ, and then use the hierarchy dictionary [as shown
in Fig. 1e] to identify all the zeroth-level-bosonic-and-first-level-
fermionic (m= 0 and n= 1) ADOs and their corresponding
indices α, ν, h, and σf to be used in Eq. (38).

Data availability
The detailed information for reproducing the numerical data in both examples is
available through a public GitHub repo (https://github.com/ytdHuang/
HierarchicalEOM.jl-Examples). All other data are available upon reasonable request.

Code availability
The HierarchicalEOM.jl package is available through a public GitHub repo
(https://github.com/NCKU-QFort/HierarchicalEOM.jl). It is also registered in the
Julia package registry and can be installed by the Julia package manager. Moreover,
detailed information (documentation and other examples) is available through a public
website (https://ncku-qfort.github.io/HierarchicalEOM.jl).
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