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Artificial intelligence for improved fitting of
trajectories of elementary particles in dense
materials immersed in a magnetic field
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Particle track fitting is crucial for understanding particle kinematics. In this article, we use

artificial intelligence algorithms to show how to enhance the resolution of the elementary

particle track fitting in dense detectors, such as plastic scintillators. We use deep learning to

replace more traditional Bayesian filtering methods, drastically improving the reconstruction

of the interacting particle kinematics. We show that a specific form of neural network,

inherited from the field of natural language processing, is very close to the concept of a

Bayesian filter that adopts a hyper-informative prior. Such a paradigm change can influence

the design of future particle physics experiments and their data exploitation.
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Understanding the behaviour of subatomic particles tra-
versing dense materials, often immersed in magnetic
fields, has been crucial to their discovery, detection,

identification and reconstruction, and it is a critical component
for exploiting any particle detector1–6. Modern radiation detec-
tors have evolved towards 'imaging detectors', in which elemen-
tary particles leave individual traces called 'tracks'7–11. These
imaging detectors require a 'particle flow' reconstruction: particle
signatures are precisely reconstructed in three dimensions, and
the kinematics (energy and momentum vector) of the primary
particle can be measured track-by-track. It also means that a
more significant amount of details can be obtained on each
particle. These features open the question of which methods are
best suited to handle the 'images' created by the subatomic
particles.

Common Monte Carlo (MC) based methods used in the track
fitting flow belong to the family of Bayesian filters and, more
specifically, they are extensions to the standard Kalman filter12 or
particle filter algorithms, with special mention to the Sequential
Importance Resampling particle filter (SIR-PF)13. The knowledge
about how an electrically charged subatomic particle propagates
through a medium (i.e. the energy loss, the effect of multiple
scattering, and the curvature due to magnetic field) can be
embedded into a prior (often in the form of a covariance matrix
for Kalman filters). In particle filters, the nodes of the track are
fitted sequentially: given a node state, the following node in the
particle track is obtained by throwing random samples—known
as 'particles'—and making a guess of the following state by
applying a likelihood between the sampled particles and the data
(which could be, for instance, the signatures obtained from the
detector readout channels). The result can be the position of the
fitted nodes of a particle track or directly its momentum vector
and its electric charge. Usually, the problem is simplified using a
prior that follows a Gaussian distribution, like in the Kalman
filter, which also considers a simplified version of the detector
geometry. Examples can be found in refs. 14–16. However, the
filtering is not trivial since both the particle energy loss and
multiple scattering angles depend on the momentum, which
changes fast in dense materials, and approximations are often
necessary. Moreover, it is hard to incorporate finer details of a
realistic detector geometry and response (e.g. signal crosstalk
between channels, air gaps in the detector active volume, presence
of different materials, or non-uniformities in the detector
response as a function of the particle position, inhomogeneous
magnetic field) or to deal with deviations in the particle trajectory
due to the emission of high-energy δ-rays, with photon Brems-
strahlung emission, with the Bragg peak of a stopping particle, or
with inelastic interactions. All these pieces of information are
available in the simulation of a particle physics experiment17–21

and can be validated or tuned with data, but it is not straight-
forward to use them in the reconstruction of the particle inter-
action. Hence, developing new reconstruction methods capable of
analysing all the information available becomes essential.

The most promising solution is given by artificial intelligence
and, more specifically, by deep learning, a sub-field of machine
learning based on artificial neural networks22–27. Initially inspired
by how the human brain functions, these mathematical algo-
rithms can efficiently extract complex features in a multi-
dimensional space after appropriate training. Neural networks
(NNs) have been found to be particularly successful in the
reconstruction and analysis of particle physics experiments28–31.
Thus far, deep learning has been used in high-energy physics
(HEP) for tasks such as classification29,32–34, semantic
segmentation35,36, or regression37–39. Typically, the raw detector
signal is analysed to extract the physics information. This
approach is quite common in experiments studying neutrinos, for

example, to classify the flavour of the interaction (νμ, νe or ντ) by
using convolutional neural networks (CNNs)29,32,40, or the dif-
ferent types of signatures observed in the detector35,36. These
methods have been shown to outperform more traditional ones,
such as likelihood inference or decision trees. However, asking a
neural network to extract high-level physics information directly
from the raw signatures left in the detector by the charged par-
ticles produced by a neutrino interaction is conceivable as chal-
lenging. An example is the neutrino flavour identification (as
mentioned before), which incorporates diverse contributions,
from the modelling of the neutrino interaction cross-section to
the propagation of the particles in matter and, finally, the parti-
cular response of the detector. Expecting a neural network to
learn and parametrise all these contributions could become
unrealistic and lead to potential deficiencies.

An alternative and promising approach is to use deep learning
to assist the more traditional particle flow methods in recon-
structing particle propagation, which consists of a chain of dif-
ferent analysis steps that can include the three-dimensional
matching of the voxelised signatures in the detector readout 2D
views, the definition of more complex objects such as tracks and,
finally, the fit of the track in order to reconstruct the particle
kinematics. As described above, the last step is critical and is
usually performed by a Bayesian filter that has to contain as much
information as possible in its multi-dimensional prior. It becomes
clear that, overall, the reconstruction performance depends on the
detector design (e.g., granularity or detection efficiency) and on
the a priori knowledge of the particle propagation in the detector,
the prior. Although prohibitive for traditional Bayesian filters, the
problem of parameterising a high-dimensional space can be
overcome with deep learning since neural networks can be
explicitly designed for it.

Even though the generic idea of using deep learning as an
alternative to Bayesian filtering has already been explored41,
common applications focus on tasks such as enhancing and
predicting vehicle trajectories42,43. Furthermore, the closest
application we can currently find in HEP and other fields like
biology is to use deep learning to perform “particle tracking”44–46,
which relies on connecting detected hits to form and select par-
ticles, distinct from the idea of fitting the detected hits to obtain a
good approximation to the actual particle trajectory.

In this article, we propose the design of a recurrent neural
network (RNN) and a Transformer to fit particle trajectories. We
found that these neural nets, inherited from the field of natural
language processing, are very close to the concept of a Bayesian
filter that adopts a hyper-informative prior. Hence, they become
excellent tools for drastically improving the accuracy and reso-
lution of elementary particle trajectories.

Results
In this section, we discuss the performance of a recurrent neural
network (RNN)47–49 and a transformer50, comparing their results
with the ones from a custom SIR-PF (as described in the 'Intro-
duction' section). The developed methods, described in detail in the
'Methods' section, were run on a test dataset of simulated elementary
particles (statistically independent of the dataset used for training)
from a three-dimensional fine-grain plastic scintillator detector,
consisting of 1,759,491 particles (412,092 protons, 432,807 pions π±,
447,003 μ± and 467,589 e±). For each simulated particle, the goal was
to use the reconstructed hits to predict the actual track trajectory
and then to analyse its physics impact on the detector performance,
as described later in this section. The output of the differentmethods
was a list of fitted nodes, i.e. the predicted 3D positions of the
elementary particle in the detector. A visual example of the particle
trajectory fitting using the different techniques is shown in Fig. 1.
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Fitting of the particle trajectory. For the SIR-PF, we have con-
sidered two different scenarios that vary in the reconstructed
input information to the filter: (1) all the reconstructed 3D hits
are used as input; (2) only real track hits (hits from cubes the
actual particle has passed through) are used as input, which is
unavailable information for actual data (and represents a non-
physical scenario) but allows us to test the ideal performance for
the current filter. The input for the RNN and transformer always
consisted of all the reconstructed 3D hits. Figure 2 shows a
comparison of the performance for the three methods (con-
sidering the SIR-PF variant with all the reconstructed hits as

input). The results indicate that the Transformer outperforms the
other techniques (even for the case with only track hits). Besides,
the RNN reports significantly better results than the SIR-PF with
only track hits used as input and slightly better fittings concerning
the SIR-PF with all hits used as input, which demonstrates not
only that the NN-based approaches can handle crosstalk hits but
also go beyond and accomplish spatial determination <1.5 mm
far (on average) from the real physical case.

A more exhaustive analysis of the performance of both
methods is presented in Table 1, which reveals the effectiveness
of the NNs compared to the SIR-PF variants. The table also

Fig. 1 Workflow of a crossing muon track fitting using the three algorithms. From left to right, the diagram shows the steps from the particle simulation/
detection until the particle is fitted using the different algorithms: recurrent neural network (RNN), transformer, and sequential importance resampling
particle filter (SIR-PF). First, the detector response in the form of 2D projections is reconstructed into a 3D event, where target particle(s) can be extracted;
then, the fitting algorithms (already trained or designed using a simulated dataset) are applied to a target particle to output its trajectory accurately. The
right-hand side of the figure shows the true muon track trajectory in green, together with the predicted trajectories using the three algorithms. Part of the
track is zoomed in for visualisation reasons.

a b

Fig. 2 Discrepancy of the fitted particle trajectory. a The distribution of the three-dimensional Euclidean distance between the actual elementary particle
position and the corresponding fitted node predicted by the transformer, the recurrent neural network (RNN), and the sequential importance resampling
particle filter (SIR-PF, with only track hits and all hits as input). The sample used to generate the histograms contains all the simulated particles. Results
show the distributions for a log-scale density, as well as the one-sided area ranges, representing 68 and 95% of the distributions. b Same results for a
standard-scale density and a maximum distance cropped at 5 mm.
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confirms that the track fitting becomes more manageable when
the crosstalk hits are removed from the input and more precise
information is given to the filter (the SIR-PF version with only
track hits outperforms the one with all hits as input). This last fact
also evidences the power of deep learning, which is, on average,
able to predict more accurately the node positions and thus the
true track trajectory, even if its input consists of all the
reconstructed hits without any type of pre-processing (e.g.,
removal of crosstalk hits), meaning that it could understand the
relations between hits internally, confirming the ability to discard
the crosstalk hits during the fitting calculation. The measured
spatial resolution can depend on multiple factors, including the
particle type. We expect electrons, muons, pions and protons to
exhibit slightly different resolutions. For instance, the electron
spatial resolution can be affected by multiple scattering (for
example, the way they scatter via the Bhabha process) and
Bremsstrahlung (enhanced for electrons with respect to other
particles of the same momenta). Besides, particles escaping the
detector exhibit a better spatial resolution primarily due to higher
momenta than particles that stop in the detector, typically
more energetic and collimated. Moreover, escaping particles are
generally longer, meaning they have more points on average
available for trajectory reconstruction. In order to compare the
Transformer and the RNN, it is worth looking at the muon fitting
in Table 1: the Transformer reports the best results for fitting
muon particles (for both mean and standard deviation) in
contrast to the RNN, which reports an atypically large std dev. for
muon tracks contained in the detector. The explanation relies on
the length of the particles and the properties of the algorithms:
since muons tend to have the most extended track length among
the simulated stopping particles (protons and pions tend to have

more secondary interactions and electrons produce electromag-
netic showers), and the RNN depends on its memory mechan-
isms to bring features from faraway hits to fit a particular
reconstructed hit (see Supplementary Note 1, for more details), it
is habitual to omit some information from remote hits during the
fitting; on the other hand, the Transformer reduces its mistakes
by having a complete picture of the particle thanks to its capacity
to learn the correlations among all reconstructed hits.

To understand the behaviour of the fittings for the different
physical structures of the particles, we have calculated the mean-
squared error (MSE, which is the loss function used during the
neural network trainings) between each fitted and true node and
visualised the information in Fig. 3. The MSE loss, which
penalises outliers by construction, seems flatter for the RNN and
Transformer than for the SIR-PF, indicating more stability in the
fitting. Besides, it is notorious for highlighting the tendency for
particular negative ΔE values to report high losses in the NN
cases, caused mainly due to the low charge of crosstalk compared
to track hits. Besides, Fig. 3, as expected, also reveals that the three
algorithms report worse fittings when getting closer to cluster hits
connected to the track. For instance, in the case of muon particles,
these clusters are typically due to the ejection of δ-rays, i.e.
orbiting electrons knocked out of atoms, often causing a kink on
the muon track; however, both NNs seem to deal much better
with this attribute.

Even if the primary goal of this article is to show the
performance of the fitting from a physics perspective, it is worth
comparing the different algorithms in terms of computing time.
Table 2 manifests the average time it takes for each algorithm to
run the fitting on a single particle. The results exhibit a
considerable speedup for both the RNN and the Transformer

Table 1 Euclidean distance between the predicted and true nodes for the different algorithms.

algorithm input particle mean (μ) [mm] std (σ) [mm] 68% area [mm] 95% area [mm]

Transformer all hits all 0.92 0.97 [0, 2.10] [0, 5.07]
stopping escaping stopping escaping stopping escaping stopping escaping

“ 1.10 0.80 1.16 0.78 [0, 2.57] [0, 1.64] [0, 5.76] [0, 4.30]
p 1.11 0.81 1.18 0.80 [0, 2.73] [0, 1.71] [0, 5.48] [0, 4.29]
π± 1.07 0.83 1.09 0.78 [0, 2.40] [0, 1.70] [0, 5.63] [0, 4.22]
μ± 0.94 0.71 1.04 0.66 [0, 1.80] [0, 1.33] [0, 4.57] [0, 3.81]
e± 1.18 1.07 1.23 1.06 [0, 2.74] [0, 2.44] [0, 6.81] [0, 5.36]

RNN all hits all 1.13 1.25 [0, 2.31] [0, 7.54]
stopping escaping stopping escaping stopping escaping stopping escaping

“ 1.27 1.03 1.50 1.02 [0, 2.79] [0, 1.96] [0, 9.03] [0, 5.95]
p 1.26 0.99 1.48 0.98 [0, 2.92] [0, 1.86] [0, 9,52] [0, 5.48]
π± 1.20 1.04 1.35 0.99 [0, 2.47] [0, 1.94] [0, 8.14] [0, 5.57]
μ± 1.12 0.95 2.48 0.90 [0, 2.20] [0, 1.72] [0, 12.49] [0, 5.15]
e± 1.45 1.35 1.51 1.36 [0, 3.16] [0, 2.84] [0, 9.06] [0, 8.02]

SIR-PF track hits all 1.40 1.50 [0, 3.35] [0, 7.98]
stopping escaping stopping escaping stopping escaping stopping escaping

“ 1.53 1.30 1.69 1.35 [0, 3.70] [0, 3.08] [0, 9.28] [0, 6.91]
p 1.38 1.19 1.39 1.16 [0, 3.45] [0, 2.98] [0, 6.36] [0, 5.49]
π± 1.46 1.29 1.74 1.26 [0, 3.59] [0, 3.04] [0, 9.45] [0, 6.05]
μ± 1.24 1.19 1.22 1.22 [0, 2.76] [0, 2.73] [0, 5.87] [0, 6.25]
e± 1.92 1.79 1.99 1.78 [0, 4.29] [0, 3.94] [0, 11.85] [0, 9.87]

all hits all 2.21 2.00 [0, 3.88] [0, 10.74]
stopping escaping stopping escaping stopping escaping stopping escaping

“ 2.33 2.13 2.34 1.72 [0, 4.19] [0, 3.68] [0, 12.30] [0, 9.54]
p 2.33 2.14 2.21 1.83 [0, 4.33] [0, 3.84] [0, 12.37] [0, 10.08]
π± 2.23 2.15 2.35 1.72 [0, 3.90] [0, 3.73] [0, 11.80] [0, 9.30]
μ± 2.18 2.03 3.53 1.56 [0, 3.82] [0, 3.41] [0, 21.26] [0, 8.57]
e± 2.51 2.50 2.24 2.16 [0, 4.59] [0, 4.63] [0, 12.43] [0, 11.37]

The table shows the mean μ, standard deviation σ, and ranges for the one-sided 68 and 95% areas for the transformer, recurrent neural network (RNN), and the sequential importance resampling particle
filter (SIR-PF). For the latter, the table shows the results after inputting: (1) all the hits and (2) track hits only. It also shows the results independently for each particle type (proton p, pion π±, muon μ±, and
electron e±) and distinguishes whether the particle escaped or stopped at the detector.
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models (with speedups of ~× 4 and ~× 35, respectively) with a
single thread on the CPU. The table does not show the SIR-PF
results for the distributed computing scenarios since it would
require some time to parallelise the SIR-PF code to run it with
multiple threads or to adapt it to GPU computation, which is
clearly beyond the scope of the study; that being said, the table
shows the parallel results for the RNN and Transformer cases
since these are features available in the PyTorch framework,
which show how inexpensive it would be to achieve significant
speedups for an ordinary user.

Finally, if we look at the size of the histogram used to calculate
the likelihood, it consists of 3,948,724 bins with non-zero values,
compared to the 213,553 learnt parameters of the RNN (~18
times fewer parameters) and the 167,875 parameters of the
Transformer (~23 times fewer parameters than the SIR-PF

histogram). Of course, it would be possible to design a more
efficient version of the histogram (which is also out of the scope
of the article) to reduce the difference in parameters among the
methods. Nevertheless, this first approximation already gives
insights into how compact the information is encoded in the
neural network cases in contrast to the Bayesian filter scenario
with a physics-based likelihood calculation.

Impact on the detector physics performance. The reconstruc-
tion of the primary particle kinematics provides diverse infor-
mation: the electric charge (negative or positive); the
identification of the particle type (protons, pions, muons, elec-
trons), which mainly depends on the particle stopping power as a
function of its momentum; the momentum, either from the track
range of the particle that stops and releases all its energy in the

b

a

Fig. 3 Behaviour of the mean-squared-error (MSE) loss for different scenarios. a MSE loss concerning k ðΔx; Δy�!
;ΔzÞ k (the magnitude of the vector

resulting from the differences in position between consecutive nodes) and ΔE (differences in energy deposition between successive nodes) for the three
algorithms (from left to right): Sequential Importance Resampling particle filter (SIR-PF) with all hits, recurrent neural network (RNN), and transformer.
After standardisation, each bin corresponds to the average mean-squared error (MSE) loss applied to the pair (true node, fitted/predicted node). All fitted
nodes are considered. b MSE loss concerning the distance from each fitted node to the closest cluster hit and ∣clusterE− nodeE∣ (absolute difference
between the energy depositions of the fitted node and the nearest cluster hit) for the three algorithms (from left to right): SIR-PF with all hits, RNN, and
transformer. After standardisation, each bin corresponds to the average mean-squared error (MSE) loss applied to the pair (true node, fitted/predicted
node). Only nodes from muon (μ±) particles are considered.

Table 2 Average computing time each algorithm takes to process a single particle (in milliseconds).

Processor Parallelisation SIR-PF RNN Transformer

CPU single-thread 435.71 ± 5.18 91.16 ± 1.17 12.25 ± 0.19
multi-thread - 82.22 ± 1.00 6.58 ± 0.04
batch_size= 1 - 31.27 ± 0.99 8.96 ± 0.31

GPU batch_size= 16 - 4.02 ± 0.12 1.24 ± 0.12
batch_size= 64 - 1.43 ± 0.05 0.71 ± 0.04

The test shows the average results of running the three methods (sequential importance resampling particle filter (SIR-PF) with all hits, recurrent neural network (RNN), and transformer) on the same
ten random subsets of the testing dataset consisting of 10,000 particles each. CPU: AMD EPYC 7742 64-Core 3200MHz Processor, GPU: NVIDIA A100 Tensor Core (8 GB of memory). Note that the
SIR-PF implemented does not support multi-threading nor GPU computation since it is out of the scope of the article; parallelising the computation for the RNN and Transformer becomes trivial, thanks to
PyTorch. The parameter 'batch_size' indicates the number of particles processed together in each step.
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detector active volume or from the curvature of its track if the
detector is immersed in a magnetic volume; the direction. An
improved resolution on the spatial coordinate and, consequently,
of the particle stopping power impacts the accuracy and precision
of the physics measurement. This section compares the perfor-
mance of the reconstruction of particle interactions provided by
the Transformer and RNN to the one using the SIR-PF.

The charge identification (charge ID) is performed by
reconstructing the curvature of the particle track in the detector
immersed in the 0.5 T magnetic field. The charge ID performance
was studied for muons (resp. electrons) with momenta between 0
and 2.5 GeV/c (resp. 0 and 3.5 GeV/c) and isotropic direction
distribution. From Fig. 4, it is evident that the NNs outperform
the SIR-PF. For instance, the muon charge can be identified with
an accuracy better than 90% if the track has a length projected on
the plane transverse to the magnetic field of ~33 and ~36 cm for
the transformer and RNN, respectively. Instead, the SIR-PF (with
all the hits, the version with the same input as the neural network
cases) requires a track of at least ~42 cm in order to achieve the
same performance. Similar conclusions can be derived from the
charge ID study on electrons and positrons.

In Fig. 4, the case of a 0.6 GeV/c muon was also studied,
showing the node positions fitted with the NNs and SIR-PF, with
the Transformer better capturing the curvature due to the

magnetic field. It was found that if the tracking resolution is
accurate, it is possible to either improve the detector performance
beyond its design or to aim for a more compact design of the
scintillator detector deployed in a magnetic field. For instance, the
spatial resolution achieved with the NNs in a magnetic field of
0.5 T allows measuring the momentum of a 0.6 GeV/c muon
from its curvature with a resolution of about 15% with a length of
the track projected on the plane transverse to the magnetic field
of almost 40 cm, shorter by about 20 cm than the length needed
by the SIR-PF with all the hits. Such an improvement implies
the possibility of accurately reconstructing the momentum
of muons escaping the detector for a larger sample of data. At
the same time, improved methods for the reconstruction of
particle interactions could become a new tool in the design of
future particle physics experiments, for example leading to more
compact detectors, thus lower costs. Similar conclusions can be
achieved about the particle angular resolution, improved by about
a factor of two and, simultaneously, requiring a track length three
times shorter than the one obtained with traditional methods.

The transformer outperforms the SIR-PF also in the recon-
struction of the particle momentum, both by range and curvature.
For instance, the momentum-by-range resolution for protons
stopping in the detector between 0.9 and 1.3 GeV/c is improved
by a factor of ~15%, as shown in Fig. 5. Since protons typically

a b

c d

Fig. 4 Charge identification, momentum-by-curvature and angular resolution, all with respect to the track length. a Charge ID probability for muons and
antimuons (μ±) as a function of the track length projected on the plane perpendicular to the 0.5 T magnetic field. An equal number of particles and
antiparticles are considered. The error is less than 6 × 10−3 for all data points (charge ID prob.). b Charge ID probability for electrons and positrons (e±) as
a function of the track length projected on the plane perpendicular to the 0.5 T magnetic field. An equal number of particles and antiparticles are
considered. The error is less than 5 × 10−3 for all data points (charge ID prob.). c A muon example of 0.6 GeV/c with a 0.5 T magnetic field is considered to
show the momentum-by-curvature resolution as a function of the track length projected on the plane perpendicular to the magnetic field. The average
Euclidean distance (between true and fitted nodes) per muon particle was considered. d A muon example of 0.6 GeV/c with a 0.5 T magnetic field is
considered to show the angular resolution as a function of the particle length in the detector. The average Euclidean distance (between true and fitted
nodes) per muon particle was considered. The results in this figure are presented for the different fitting techniques: Transformer, recurrent neural network
(RNN), and sequential importance resampling particle filter (SIR-PF) with all hits and only track hits as input.
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have a much stronger stopping power towards the end of the
track (Bragg peak), the total amount of energy leaked to the
adjacent cubes is more significant. We observe that the fitting
near the Bragg peak becomes more challenging for protons (for
example, compared to muons) and less precise due to the
presence of more crosstalk hits. This becomes particularly
relevant for low momentum (true initial momentum from 0.4
to 0.8 GeV/c)—hence short—protons. However, the transformer
seems to deal well with this difficulty, whilst the RNN reports
worse resolutions for this particular case, as shown in Fig. 5.

The particle identification performance depends on the
capability of reconstructing the particle stopping power along
its path as a function of its initial momentum. The resolution to
the particle dE/dx is shown in Fig. 5, where one can see that the
energy deposited by protons as a function of the fitted node
position is neater and more refined for the NNs compared to the
SIR-PF (with all hits as input), in particular for the Transformer
that shows the most accurate Bragg peak. Automatically, this
translates into a more performing particle identification cap-
ability, as shown in Table 3 for different particles such as muons,
pions, protons and electrons for a wide range of energies.

Discussion
Deep learning is starting to play a more relevant role in the design
and exploitation of particle physics experiments, although it is

Fig. 5 Measured energy deposited and reconstructed momentum bias for stopping protons. a Energy deposit measured by stopping protons at each
fitted node as a function of its distance from the last fitted node for the transformer. b Energy deposit measured stopping protons at each fitted node as a
function of its distance from the last fitted node for the recurrent neural network (RNN). c Energy deposit measured by stopping protons at each fitted node
as a function of its distance from the last fitted node for the sequential importance resampling particle filter (SIR-PF) with all hits as input. Note that we
chose a different binning for the SIR-PF than the one used for the NN versions for visualisation reasons since the former algorithm reports fewer fitted
nodes per particle on average. d The reconstructed momentum bias, in percentage, for stopping protons as a function of real initial proton momentum is
shown for the different fitting algorithms. The error bars show the resolution.

Table 3 Particle identification (proton p, pion π±, muon μ±,
and electron e±) confusion matrices.

Truth

p π± μ± e±

Transformer p 0.907 0.057 0.071 0.020
π± 0.067 0.643 0.190 0.199
μ± 0.007 0.041 0.595 0.009
e± 0.019 0.259 0.144 0.772

RNN p 0.896 0.080 0.089 0.027
π± 0.073 0.623 0.233 0.200
μ± 0.006 0.036 0.506 0.007
e± 0.025 0.261 0.172 0.766

SIR-PF (track hits) p 0.858 0.080 0.082 0.017
π± 0.103 0.606 0.310 0.237
μ± 0.014 0.042 0.453 0.006
e± 0.025 0.272 0.155 0.740

SIR-PF (all hits) p 0.891 0.092 0.126 0.024
π± 0.077 0.603 0.236 0.229
μ± 0.008 0.039 0.517 0.007
e± 0.024 0.266 0.121 0.740

The table shows the results for the different methods: Transformer, recurrent neural network
(RNN), sequential importance resampling particle filter (SIR-PF) with all hits, and SIR-PF with
only track hits as input. Each matrix element corresponds to the probability of correctly
identifying an elementary particle. Each column of the confusion matrix is normalised to 1 and
represents the true particles, whereas the rows represent the predictions.
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still in a gestation phase within the high-energy physics com-
munity. If the optimal neural network is optimised, deep learning
has the unique capability of building a non-linear multi-dimen-
sional MC-based prior probability function with many degrees of
freedom (d.o.f.) that can efficiently and accurately model all the
information acquired in a particle physics experiment and
enhance the performance of the particle track fitting and, con-
sequently, its kinematics reconstruction. Such a level of detail is,
otherwise, nearly impossible to incorporate “by hand” in the form
of, for example, a covariance matrix to be used in a traditional
particle filter. In this work, we show that a Transformer and an
RNN can efficiently learn the details of the particle propagation in
matter mixed with the detector response and lead to a sig-
nificantly improved reconstruction of the interacting particle
kinematics. We observed that the NNs capture better the details
of the particle propagation even when its complexity increases,
which is the case near the presence of clusters of hits, for example,
due to δ-rays.

It is worth noting that, as mentioned in the “Results” section,
this work does not aim to report on the performance of the
simulated particle detector but rather to show the added value
provided by an NN-based fitting. Moreover, the proposed method
does not replace the entire chain of algorithms traditionally
adopted in a particle flow analysis (e.g. minimum spanning tree,
vertex fitting, etc.) but is meant to assist and complement them as
a more performing fitter. For instance, a possibility could be to
apply SIR-PF several times with 'ad-hoc' manipulation of the data
between each step. However, this would be an unfair comparison
as one could also implement multiple deep learning methods and
focus on their optimisation.

We believe this approach is a milestone in artificial intelli-
gence applications in HEP and can play the role of a game
changer by shifting the paradigm in reconstructing particle
interactions in the detectors. The prior, which is consciously
built from the modelling of the underlying physics from data
external to the experiment, becomes as essential as the real data
collected for the physics measurement. De facto, the prior
provides a strong constraint to the 'interpretation' of the data,
helping to remove outliers introduced by detector effects, such
as from the smearing introduced by the point spread function
and improving the spatial resolution well below the actual
granularity of the detector.

Its accuracy also depends on the quality of the training sample,
i.e. on the capability of the MC simulation to correctly reproduce
the data. Although this is true for most of the charged particles, a
careful characterisation of the detector response will be crucial to
validate and, if necessary, tune the simulation (e.g. electro-
magnetic shower development or hadronic secondary interac-
tions) used to generate the training sample.

This study requires that, first, the signatures observed in the
detector are analysed, and the three-dimensional hits that com-
pose tracks belonging to primary particles (directly produced at
the primary interaction vertex) are distinguished and analysed
independently. This approach is typical of particle flow analyses.

This work is focused on physics exploitation in particle physics
experiments. However, the developed AI-based methods can also
fulfil the requirements in applications outside of HEP, as long as
one has a valid training dataset. One example is proton computed
tomography51–54 used in cancer therapy, where scintillator
detectors are used to measure the proton stopping power along its
track in the Bragg peak region to precisely predict the stopping
position of the proton in the human body. This measurement is
analogous to the momentum regression described in the 'Com-
putation of particle kinematics' subsection of the 'Methods' sec-
tion, given the nearly complete correlation between the particle
range and momentum.

Future improvements to the developed NNs may involve
investigating the effects of varying noise levels and multiple tracks
in the detector volume, as well as the direct computation of the
node stopping power from the track, i.e. the combined fitting of
both the node particle position and energy loss. In this context,
we would also like to highlight some previous work on event
reconstruction with track overlaps, where the effectiveness of a
graph neural network was demonstrated to identify ambiguities
and boost reconstruction performance in the presence of high
multiplicity signatures and signal leakage between neighbouring
active detector volumes36. These insights could be further
extended to more general scenarios of overlapping or intersecting
particle tracks in dense detectors.

Methods
Proof-of-principle. In order to train and test the developed neural networks and
compare their performance with a more classical Bayesian filter, an idealised three-
dimensional fine-grain plastic scintillator detector was taken as a case study. We
simulated a cubic detector composed of a homogeneous plastic scintillator with a
size of 2 × 2 × 2 m3. A uniform magnetic field is applied, aligned to one axis of the
detector (X-axis) and its strength is chosen to be 0.5 T. The detector is divided into
small cubes of size 1 cm3, summing 200 × 200 × 200 cubes in total. Each cube is
assumed to be equipped with a sensor that collects the scintillation light produced
when a particle traverses it. We simulate the signals read from each sensor and
reconstruct the event based on these signals. The track input to the fitters will be
extracted from event reconstruction.

Overall, the simulation and reconstruction are divided into three steps:

1. Energy deposition simulation: this step uses the Geant4 toolkit17–19 to
simulate particle trajectories in the detector and their energy deposition
along the path.

2. Detector response simulation: this step simulates detector effects and
converts the energy deposition into signals the detector can receive. The
current detector effect being considered is the light leakage from one cube to
the adjacent one (named crosstalk). The leakage probability per face is
assumed to be 3%. The energy deposition is converted from the physics unit
(MeV) into the ‘signal unit’ (depending on the detector) by using a constant
factor, which is fixed to be 100/MeV for this analysis. Besides, a threshold is
also implemented on the sensor, requiring that at least one signal unit be
received to activate the sensor.

3. Reconstruction: This step takes the signals generated from the former steps
and reconstructs objects, such as tracks, that can be input to the fitter.
Starting from 3D 'cube hits' (what we have after the detector response
simulation), we then apply the following two methods to find track
segments from the whole event: (1) the density-based spatial clustering of
applications with noise (DBSCAN)55, which groups hit into large clusters
that, in each cluster, all hits are adjacent to each other; (2) the minimum
spanning tree (MST)56 for each cluster to order hits and break the cluster
into smaller track segments at each junction point. Afterwards, the primary
track segment will be selected for track fitter input.

The simulation and reconstruction processes produced single-charged particles
(protons, pions π±, muons μ± and electrons e±) starting at random positions in the
detector active volume with isotropic directions and uniform distributions of their
initial momentum: between 0 and 1.5 GeV/c (protons), 0 and 1.5 GeV/c (pions), 0
and 2.5 GeV/c (muons) and 0 and 3.5 GeV/c (electrons). Each particle consisted of
a number of reconstructed 3D hits belonging to the track, where each hit is
represented by a three-dimensional spatial position and an energy deposition in an
arbitrary signal unit. For each reconstructed hit in a particle, there is a true node
(to be learnt during the supervised training) which represents the closest 3D point
to the hit in the actual particle trajectory; in that way, there is a 1-to-1
correspondence between reconstructed hits (even for crosstalk) and true nodes. We
refer in the rest of the article to the output of the algorithms developed as fitted
nodes, which form the fitted trajectory for each particle.

Description of the fitting algorithms. To test the capability of deep learning to fit
particle trajectories using reconstructed hits as input, we developed two neural
networks that represent the state-of-the-art in the field of natural language pro-
cessing (NLP, as detailed in Supplementary Note 1): the recurrent neural network
(RNN)47–49 and the Transformer50 (see Fig. 6 for a full picture of the archi-
tectures). We chose RNNs and Transformers for their ability to handle sequential
data with variable lengths, which is crucial for particle trajectory fitting where the
number of hits in a track can vary. Both algorithms learn from input sequences,
each of these sequences being, for instance, a succession of words forming a sen-
tence in the NLP case; or reconstructed hits representing a detected elementary
particle in our scenario. Their power relies on their capacity to learn relations
between all elements of a sequence. In general terms, RNNs count with memory
mechanisms to use information from the 'past' (previous items in the sequence)
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and the 'future' (following items in the sequence) to make predictions. Thus, RNNs
assume the input sequences to be ordered. Transformers do not necessarily need
sequences to be ordered: the correlations among different items in the sequence are
learnt throughout the training process. In contrast, other architectures, such as
CNNs, require fixed-length inputs, which would be difficult to achieve for our
application, and would not account for hard scatterings and crosstalk in the
detector.

Both RNNs and transformers can efficiently capture long-range dependencies
in the input data and are well-suited for regression tasks like particle trajectory
fitting. We carefully optimised our implementation to achieve high performance,
but we also acknowledge that hyper-parameter optimisation is an important
consideration for timing studies. We would like to clarify that while the choice of
algorithm is important, the performance is ultimately determined by the quality of
the input data, the complexity of the physics model used for simulation, and the
training procedure. Our approach turns the track-fitting problem into a regression
task, and the resolution performance is not limited by the algorithm but by the
inherent resolution of the detector and the quality of the input data. However, the
choice of algorithm can still have a significant impact on the computational
efficiency and the ability to handle variable-length inputs.

We implemented a bi-directional RNN, and the memory mechanism used is the
gated recurrent unit (GRU)57. Our RNN consists of five bi-directional GRU layers
with 50 hidden units each. The output of each GRU layer is the concatenation of
the forward and backward modules of the layer and is given as input for the
following layer (except for the last layer). Instead of propagating only the output
of the last GRU layer to the final dense layer, the outputs of all layers are summed
together, replicating the concept of “skipped connections” in a similar way to what
the ResNet or DenseNet model do58. As regularisation, a dropout of 0.1 is applied
to the output of each GRU layer (except for the last GRU layer) and to the summed
output of the GRU layers, which is then projected through a final dense layer to
have fitted nodes of size 3, representing the coordinates in a three-dimensional (x, y
and z). The implemented RNN has a total of 213,553 trainable parameters.

The Transformer model designed consists of five-stacked transformer-encoder
layers, with eight heads per layer and a dimension of 128 for the hidden dense
layer. The input hits are embedded into vectors of size 64. A dropout of 0.1 is
applied in each encoder layer and also to the output of the encoder layers to be

further projected through a final dense layer (analogously to the RNN), making
each fitted node have a length of three. There is no positional encoding since the
goal is to make the network learn the relative ordering of the hits based on the 3D
positions. The network has a total of 167,875 trainable parameters.

We implemented both networks in Python v3.10.459 using PyTorch version
1.11.060, and trained them on a dataset of simulated elementary particles consisting
of 1,762,327 particles (414,824 protons, 432,855 pions, 446,858 muons and
antimuons and 467,790 electrons and positrons). Each particle consists of a sequence
of reconstructed hits with their known positions (centre of the matching cubes) and
energy depositions (in an arbitrary signal unit) represented for each hit with the tuple

S
!

in ¼ ðxi; yi; zi; EiÞ and truth node position to be learnt S
!

out ¼ ðxi; yi; ziÞ. Each
variable is normalised to the range [0, 1]. We used 80% of the particles from this
sample for training and 20% for validation, ignoring particles with either less than 10
reconstructed hits or less than 2 track hits, both representing less than 1% of the total
particles. Note that this dataset is statistically independent of the one used for
producing the results shown in the “Results” section. Mean-squared error and Adam
(batch size of 128, learning rate of 10−4, β1= 0.9 and β2= 0.98) are the loss function
(typical for regression) and optimiser, respectively, chosen for both networks. We
performed a grid search to identify the best-performing hyper-parameters. We trained
the models on an NVIDIA A100 GPU for an indefinite number of epochs but with
early stopping after 30 epochs, meaning that the training terminates when the loss on
the validation set does not improve for 30 epochs. We trained the models on an
NVIDIA A100 GPU for an indefinite number of epochs but with an early stopping of
30, meaning that the training terminates when the loss on the validation set does not
improve for 30 epochs. The training and validation losses are shown in Fig. 7.

It is necessary to mention that for both the RNN and the transformer, we sum
together (position-wise) the output of the models for each fitted node and the 3D
position of the corresponding reconstructed hit given as input. In that way, we
force the networks to learn the residuals between reconstructed hits and fitted
nodes (in other words, what is learnt is how to adjust each reconstructed hit to a
node position that matches the actual particle trajectory).

Regarding the sequential importance resampling particle filter (SIR-PF), for
each particle, we use the first reconstructed hit as prior (hits are reordered with
respect to the axis the particle is travelling through the furthest; if there are several
candidates for the first position, we chose the one with the highest energy

a b

Fig. 6 The architectures of the neural networks implemented. a Recurrent neural network (RNN). In high-level terms, the RNN consists of five bi-
directional GRU layers, followed by a linear layer that projects the sum of the outputs of the GRU layers into a vector of length three. b Transformer
encoder. It consists of five encoder layers, followed by a linear layer that projects the sum of the outputs of the encoder layers into a vector of length
three. For both models, the input hit position (xi, yi, zi) is summed to the network’s output, allowing it only to learn the 'residuals' of the reconstructed hits
concerning the true node states ( S

!
in ! S

!
out).
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deposition), meaning we use it to sample the first random particles inside that cube,
and the energy deposition of each particle happens to be the one of the hitting
cube. In each step, the random particles are propagated through the next 15 hits
(we make sure the random particles are sampled inside the available reconstructed
hits, starting with counting from the position of the current state). For each
random particle, the algorithm calculates the variation in x, y, z, θ (elevation angle
defined from the XY-plane, in spherical coordinates), and energy deposition (in an
arbitrary signal unit) between the particle and the current state and assigns a
likelihood based on the value of the selected bin in a five-dimensional histogram
(used for the likelihood calculation of the SIR-PF, filled with the variation between
consecutive true nodes in x, y, z, θ, and energy deposition, named: Δx, Δy, Δz, Δθ
and ΔE, respectively, and with 100 bins per dimension), pre-filled using the same
dataset used to train the RNN and the Transformer. In that way, the next state ends
up being the weighted average (using the pre-computed likelihood) of the positions
of the different sampled particles available. The filter is run from the start to the
end of the particle (forward fitting) and from the end to the start (backwards
fitting); the results of the forward and backward fittings are averaged in a weighted
manner, giving more relevance to nodes fitted last in both cases. The total number
of random particles sampled in each step is 10,000.

Computation of particle kinematics. The RNN, Transformer, and SIR-PF outputs
are analysed to extract the kinematics from the fitted tracks. The performance of
the methods depends on the accuracy of the fitted nodes compared to the true track
trajectories. The same procedure has been applied to the nodes fitted with the
different algorithms for a fair comparison.

The following steps have been followed to perform the physics analysis, that is,
particle identification (PID), momentum reconstruction and charge identification
(charge ID):

1. Extract 'track' nodes: the input 3D hits can be divided into two categories:
(1) track hits, directly crossed by the charged particle, (2) crosstalk hits,
caused by the leakage of scintillation light from the cube containing the
charged particle. After the track is fitted, the 3D hits are identified as track-
like if there is a scintillator cube with a particular energy deposition that
contains the fitted node. The remaining nodes are classified as non-track,
and they include crosstalk hits. The scintillation light observed in a non-
track hit is summed to the nearest track hit. The position of the fitted node
is then used to compute the stopping power (dE/dx).

2. Node energy smoothing: the energy of the remaining 'track' nodes is
smoothed in order to eliminate fluctuations due, for example, to the
different path lengths travelled by the particle in the adjacent cubes (the
scintillation light in a cube is nearly proportional to the distance travelled by
the particle). The smoothing of an energy node is performed by applying an
average over the energy of nearby nodes weighted by a Gaussian distribution
function of the respective distance.

3. Particle identification and momentum regression: a gradient-boosted decision
tree (GBDT)61, available in the TMVA package of the CERN ROOT analysis
software (https://root.cern.ch/), was used to perform the particle identification
and the momentum regression. The GBDT input parameters were chosen as
(1) the first 5 and the last ten fitted node energies along the track; (2) the
neighbouring node distances of those 15 nodes; (3) the track total length and
energy deposition. Two independent GBDTs with the same structure were
trained to reconstruct the primary particle type (muon, proton, pion or
electron, classification) and its initial momentum (regression).

The electric charge of the particle was identified by measuring the deflection of
the track projected to the plane perpendicular to the magnetic field. The convex or

concave deflection implies either a positive or a negative charge, where the
positions of the fitted nodes were used.

The momentum reconstruction from the track curvature produced by the
magnetic field was estimated for the resolutions provided by different track fitters
and studied for different configurations by using parameterised formulas that
incorporate the spatial resolution from tracking in a magnetic field as well as the
multiple scattering in dense material62,63, that have been shown to reproduce data
well enough for sensitivity studies.

Data availability
The datasets used to train and test our models are publicly available at https://doi.org/10.
5281/zenodo.7347563.

Code availability
All code used to implement the methods and reproduce the findings presented in this
paper is publicly available at https://github.com/saulam/trajectory_fitting.
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