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Impact of noise on spinodal dewetting of
liquid-liquid films
Roghayeh Shiri1,3, Leonie Schmeller 2,3, Dirk Peschka 2✉, Ralf Seemann 1✉ & Barbara Wagner 2

Spinodal dewetting provides fundamental insights into the physics at interfaces, such as van

der Waals forces driving dewetting, dissipation processes or thermal fluctuations. The

dewetting process of liquid bilayer systems still raises open problems involving two coupled

moving interfaces. Comparison of experimental results of spinodally dewetting liquid poly-

styrene films from liquid polymethylmethacrylate substrates, with predictions from linear

stability analysis, we demonstrate that both the spinodal wavelength and the rupture times

show significant differences. Key for this discrepancy is the altered mode selection process

due to the initial surface roughness of the liquid-air and liquid-liquid interfaces, which is

perturbed by partially correlated colored noise in the linearly unstable region. The strong

effect of noise on mode selection and rupture time is confirmed by comparing experimental

results with numerical solutions of the full dynamic nonlinear model and suggest new stra-

tegies to include thermal fluctuations into modeling these processes.
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Dewetting flows with moving interfaces and moving con-
tact lines on solid substrates1–3 and on liquid substrates4,5

have been studied extensively for many decades. This lead
to a range of different theoretical approaches, that include, apart
from hydrodynamic theory and phase-field models, also concepts
of van der Waals interface potentials and wall slip, and continues
to provide many fundamental insights to the moving contact-line
problem and pattern formation in free surface flows6–15. In many
ways, the dewetting of a viscous liquid from another immiscible
viscous substrate is similar to that on a solid substrate: When a
uniform liquid layer is energetically unfavorable, then it desta-
bilizes either spinodally or by heterogeneous nucleation16–23. In a
small intermediate regime both systems allow for an instability
that evolves through the creation of satellite holes24. Driven by
surface energies, resulting holes grow over time and lead to
characteristic dewetting rims that ultimately evolve into arrays of
stationary droplets25. Spatio-temporal fluctuations have been
found relevant to explain discrepancies of time scales for early
stages of nonlinear spinodal nucleation for thin films on solid
substrates26–28.

Besides all similarities, dewetting from a liquid substrate is also
strikingly different to that from a solid substrate and thus fun-
damentally interesting: Firstly, the existence of a liquid substrate
naturally cures the contact line singularity and thereby provides
an ideal modeling system to study interfacial and contact line
dynamics – in that respect de Gennes called liquid substrates the
“epitome of perfection”29,p. 169]. Secondly, the interaction of the
viscous flow through the liquid–liquid interface leads to a non-
trivial coupling of dissipative processes in the flow and in the
substrate that can potentially affect dewetting and pattern for-
mation processes30–36. This coupling provides additional com-
plexity and leads to alternative pathways in the early and late
stages of the dewetting process.

The initial period of the polymer-polymer spinodal dewetting
was already investigated experimentally, demonstrating the exis-
tence of capillary waves at the interface of polystyrene (PS) and
polymethylmethacrylate (PMMA)32,37–40, but not finding a
similar quantitative agreement as was observed for polymers
dewetting from solid substrates. Theoretical works used linear
stability analysis21,23 and numerical simulations41–43 for the
analysis of the spinodal instability. In these studies it was found
that by changing the thickness ratio of the layers one can switch
between different dominant unstable modes. Based on similar
thin-film models, the impact of interfacial slip on the instability

has been investigated in ref. 44, and further extensions to
surfactant-driven flows and more complex energetic models with
sharp-moving contact lines were developed in ref. 45–47.
Instabilities of thick films with electric fields were studied in
ref. 48 and quantitative agreement with linear stability analysis
was found. However, a quantitative comparison of numerical
modeling and theoretical predictions with experimental results
for van der Waals-driven spinodal breakup and thus an in depth
understanding of the microscopic processes driving liquid–liquid
dewetting is still missing.

To elucidate this, we address the spinodal dewetting of a PS-
PMMA bilayer system and investigate the onset of evolution
through direct Atomic Force Microscopy (AFM) measurements
and complementary spectral analysis. Direct comparison of
experiments with classical linear theory and with numerical
simulations of the full nonlinear dynamic model that take
account of colored correlated noise at both liquid interfaces show
a significant impact of noise on mode selection and rupture time.
These results show the need of new theoretical approaches to
study the spinodal dewetting of bilayers. In particular, for these
time and length scales, one should augment the usual approach
via continuum models to include thermal fluctuations of rough
interfaces.

Results and discussion
Experimental observation. We explore the spinodal dewetting of
liquid polystyrene (PS) layers with initial thickness in the range
2 nm≤ h0PS ≤ 8:2 nm from a liquid polymethylmethacrylate
(PMMA) layer with an initial thickness h0PMMA ¼ 111 nm or
219 nm. The PMMA layer is supported from below by a solid
silicon substrate and above the PS layer is an air phase. The chain
lengths of PS and PMMA were selected so that the liquid poly-
mers have approximately equal viscosities for the experimentally
considered temperatures 120∘C ≤ T ≤ 130∘C. The layered system is
prepared from solution in the glassy state as described in the
methods section.

The topographies of PS-air and PS-PMMA interface right after
preparation can be seen as overlapped cross sections in Figs. 1
and 2a, f. The root mean square values of initial corrugations
averaged over several samples are Rq= (0.28 ± 0.02) nm for the
buried PS-PMMA interface and Rq= (0.30 ± 0.04) nm for the top
PS-air interface. The most striking observation in the topography
shown in Fig. 1 is that the (random) corrugations of the PS layer
and the PMMA layer are in fact positively correlated on a typical
length scale of a micrometer. Due to practical limitations
matching the PS-air and the PS-PMMA interfaces and due to
the dominance of large wavelengths in the spectral composition
of this noise Fig. 3, no correlation can be established for
corrugations on the length scales≲ 250 nm that are relevant for
the spinodal dewetting.

When heating the initially prepared PS-PMMA bilayer system
to a temperature above the glass transition temperature where
both polymers are liquid, the surface topography evolves over
time, Fig. 2b–e, g-h. Due to the about twenty times larger surface
tension of the PS-air interface compared to the PS-PMMA
interface, there is no clearly visible topographic change of the PS-
air interface until small downward indentations appear rather late
at t= 990 s. This is in contrast to the PS-PMMA interface, whose
amplitude is visibly growing already at early times. As soon as the
PS-air and PS-PMMA interfaces meet, holes form and grow over
time, which is then visible in both experimental interface
topographies.

To quantify the evolution of the roughness and the onset of
spinodal dewetting, power spectral densities (PSD), which are
defined in Supplementary Note 6, are shown in Fig. 3a, b. The
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Fig. 1 Cross sections of initially prepared polystyrene (PS) and
polymethylmethacrylate (PMMA) interfaces. The interfaces were both
scanned by atomic force microscopy and aligned and reveal distinct
positive correlation hðh� hhiÞðhPMMA � hhPMMAiÞi � þ 1

2, dominated by
modes on the micrometer scale. Establishing correlations on the spinodal
length-scale is not possible by experimental precision.
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initial PSDs of the PS-air interface and of the PS-PMMA both
reveal a dominance of large wavelength, i.e. the initial noise is
colored. During dewetting, the PSD of the PS-air interface shows
no clear evolution of surface waves and no clear wavelength. The

PS-PMMA interface, on the other hand, shows a clear evolution
of the PSD over time with a slow decay toward longer
wavelengths. To display the changes in the PSD more clearly,
we normalized the PSD at time t with respect to the initial PSD at

Fig. 2 Evolution of polystyrene (PS)-air and PS-polymethylmethacrylate (PMMA) interface. Topographies a–e of the PS-air interface, hPSðt; xÞ � h0PS and
f–j of the PS-PMMA interface, hPMMAðt; xÞ � h0PMMA obtained by atomic force microscopy (AFM) at dewetting times of t= 0 s, 90 s, 240 s, 525 s, 990 s
from left to right. Experiments were performed at T= 124 ∘C with h0PS ¼ 6 nm and h0PMMA ¼ 111 nm. Holes have formed at t= 525 s as clearly visible by
upward deformations of the PS-PMMA interface (bright spots in panel i) and faintly visible in downward deformations of the PS-air interface (dark spots in
panel d). To image the buried PS-PMMA layer by AFM, the PS film was removed by a selective solvent (see methods), accordingly, the shown time series
is composed of five samples that were prepared with same film thicknesses and annealed for the given time. Times t > 0 denote the time how long the
individual samples were placed on a hot plate; t= 0 refers to the situation before annealing.
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Fig. 3 Power spectral densities (PSD) of polystyrene (PS)-air and PS-polymethylmethacrylate (PMMA) interfaces. PSDs at different dewetting times
for a PS-air and b of PS-PMMA interface are obtained from the data displayed in Fig. 2. The corresponding normalized PSD of PS-air and PS-PMMA
interface are shown in c, d. Normalization at t is performed with respect to the initial density, i.e., PSD(t, k)/PSD(0, k). The vertical dashed black lines show
the local maxima and thin dotted black lines the corresponding errors obtained from full width at half maximum.
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time t= 0 as shown in Fig. 3c, d. Here, the existence of a fastest-
growing wavelength is much more pronounced with λexp,PS-
PMMA= (90 ± 50) nm at t= 990 s at the PS-PMMA interface,
where the errors are due to the half width at half height of the
maximum in the PSD. Similarly, from the normalized PSD of the
PS-air interface we can obtain a slight reduction of the initial
roughness for early times and a faintly visible fastest-growing
mode λexp,PS-air= (130 ± 50) nm at the time step after hole
rupture t= 990 s. Note that the spinodal wavelength were
determined at times, where corrugations are clearly detectable
at both interfaces and thus can be correlated. The thus determined
fastest-growing wavelengths also agree with the preferred distance
of holes obtained from a pair correlation function, which is
λexp,holes= (86 ± 16) nm for this example (Supplementary
Note 7).

In general, a preferred, respectively fastest-growing wavelength
can be observed at the PS-PMMA interface already well before
film rupture and at the PS-air interface just before rupture.
Within the experimental precision, both wavelength taken at the
moment of rupture agree with each other and also with the
preferred distance of holes right after their formation. Therefore,
we conclude that it is in fact a spinodal process that leads to the
evolution of the topography and finally to film rupture.

Although the initial roughness of the PS-air and the PS-PMMA
interfaces are positively correlated for wavelengths of ~ 1 μm,
Fig. 1, at later times the corrugations of≲250 nm relevant for
spinodal film rupture are growing downwards at the PS-air
interface and upwards at the buried PS-PMMA interface and the
surface evolution leading to spinodal rupture is therefore
negatively correlated. The latter can also be seen when over-
lapping the material contrast (phase contrast) and the measured
AFM surface topography of an evolving PS-air interface
(Supplementary Note 8). The observed spinodal wavelength
increases for increasing PS film thickness between h0PS ¼ 2 nm
and h0PS ¼ 8:2 nm and is independent from the thickness of the
liquid PMMA substrate, provided the PMMA layer is sufficiently
thick, as confirmed experimentally for h0PMMA ¼ 111 nm and

h0PMMA ¼ 219 nm, Fig. 4a. The amplitude growth of the preferred
spinodal wavelength also leads to a characteristic rupture time
that also increases with PS film thickness hPS, Fig. 4b.

To ensure that the dewetting dynamics are neither too fast
(shorter than 5 min) nor too slow (longer than 1 d) and match
the limited acquisition time of the AFM, we adjusted the
temperature in the experiment in the range between 120∘C and
130∘C. However, for a uniform presentation, all resulting times in
Fig. 4b are rescaled to a temperature of 125 ∘C, assuming a linear
dependence between breakup time and polymer viscosity. The
breakup times were taken as the heating time required to detect
the first hole in an AFM scan. Therefore the breakup time might
depend slightly on scan size. However, as the scan areas are large
compared to the spinodal wavelength and the statistics of hole
sites is reasonably large, this uncertainty is expected to be smaller
than the typical acquisition time for each AFM scan of
around 4 min.

Note that the experimentally accessible PS thickness range is
limited. On the one hand, it is not possible to prepare arbitrarily
thin PS films. On the other hand, it is not possible to reliably
detect a spinodal wavelength for PS film thicknesses well above
h0PS � 8 nm. The likely reason for that is that the driving van der
Waals forces weaken for increasing film thickness leading to long
spinodal rupture times and thus heterogeneous nucleation will
eventually be faster. This reasoning is supported by previous
studies on solid substrates with similar Hamaker constant, where
spinodal dewetting was also observed only in a comparable layer
thickness range17–20,49,50.

Predictions of the linear theory. The wavelength and rupture
time are determined by a linear stability analysis (see Methods)
based on the long-wave approximation describing a PS layer
hPS(t, x) dewetting from a PMMA layer hPMMA(t, x), driven by an
intermolecular potential Φ(h). Perturbation about the initially
unperturbed film of thickness h0 ¼ ðh0PMMA; h

0
PSÞ results in an

eigenvalue problem that yields stable (index s) and unstable
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Fig. 4 Spinodal wavelength and rupture time depending on polystyrene (PS) film thickness. a Spinodal wavelength of PS films with thickness
2 nm � h0PS � 8:2 nm on polymethylmethacrylate (PMMA) with h0PMMA ¼ 111 nm (orange crosses) and h0PMMA ¼ 219 nm (purple crosses) determined from
normalized power spectral densities (PSD). The black lines are predictions from linear stability analysis (1) using the full intermolecular potential (solid line)
or using only the long-ranged van der Waals potential (dashed line). b Experimentally determined spinodal breakup time (orange crosses) compared to
rupture time from linear stability analysis for PMMA thickness of h0PMMA= 111 nm. The experimental rupture times were re-scaled for a dewetting
temperature of T= 125 ∘C corresponding to a viscosity of μPS≈ 2.7MPas and μPMMA≈ 1.9MPas. Error bars denote statistical errors including the
uncertainty of individual measurements. Theoretical values assume μPMMA= μPS= 1.9MPas and an assumed overlap of wu

PS ¼ 0:6 nm. In Supplementary
Note 3, this data is shown in a double-logarithmic plot to indicate possible power-law dependencies of wavelength and rupture time on h0PS.
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(index u) k-dependent eigenvalues

σs;uðkÞ ¼ � 1
2
k2tr ðMÞ± k2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4
tr ðMÞ2 � detðMÞ

r
; ð1Þ

where M 2 R2 ´ 2 denotes the matrix defined in the methods
section. We observe that in general the initial evolution of the
system will be dominated by dampening of stable modes for all k
and the growth of unstable modes with 0 ≤ k= ∣k∣ ≤ kcrit. Based
on the linear theory, the spinodal rupture time trup for initial data
h0 and k is

trup ¼
1

σuðkÞ
log

h0PS
wu
PS

� �
; ð2Þ

where the rupture time depends on the wavenumber k for
σu(k) > 0. Here trup depends on the overlap with the initial per-
turbation h(t= 0)= h0+ δheik⋅x with the unstable mode, i.e.,
based on the unique decomposition δh= δuχu+ δsχs with linear
independent eigenvectors χs;u ¼ ðχs;uPMMA; χ

s;u
PS Þ and we get

wu
PS ¼ δuχ

u
PS.

Note that such a dependence of rupture times on the overlap is
not present for single-layer thin films, since the linear stability
only features a single unstable branch. Usually the fastest-growing
mode σmax ¼ σuðkmaxÞ ¼ argmaxkσuðkÞ, determines the rupture
time t � ðσmaxÞ�1, if wu does not or only weakly depend on k (see
Supplementary Note 3). The eigenvalues σs,u together with the
corresponding eigenvectors χs,u and the interface deformations
are plotted in Fig. 5 for h0PS ¼ 7 nm, where 1=σuðkmaxÞ ¼ 9400 s
and λmax ¼ 2π=kmax ¼ 340 nm. The components of the unstable
eigenvector shown in Fig. 5b change from same sign for small
wave vectors 0 < k < 3(μm)−1 to opposite sign for
3(μm)−1 ≤ k ≤ kcrit. This means that also positively correlated
long surface waves are on the unstable branch but, due to
0<σuðkÞ � σuðkmaxÞ, have a growth factor much slower than that
for the spinodal wavelength. This is consistent with the
experimentally observed positively correlated surface waves on
the micrometer scale that persist or even slightly grow in
amplitude until rupture time Figs. 1 and 3.

Comparison of experiments and linear stability. Qualitatively,
the increase of the experimentally observed spinodal wavelength
and of the rupture time with increasing PS film thickness h0PS

agrees with predictions of the linear stability analysis, Fig. 4. Also,
the negative correlation of PS-air and PS-PMMA interface at
rupture and the weak dependence of the spinodal wavelength on
the PMMA film thickness agrees with predictions from the linear
stability analysis. However, linear theory systematically predicts
both longer spinodal wavelengths and longer rupture times than
observed experimentally. This discrepancy in the wavelengths is
unexpected as the linear stability analysis has been very successful
in predicting spinodal wavelength when a thin polymer film
dewets from a solid support17,19,20, which includes the compu-
tation of the Hamaker constant51.

Discrepancies in theoretical rupture times based on linear
stability and experiments were already reported and different
explanations are discussed in literature, e.g. nonlinear accelera-
tion and thermal fluctuations21,23,27,28,41,52–55. These effects can
be significant and their combined impact on rupture times and
wavelengths will be discussed in the following section. However,
before coming back to fluctuations and nonlinearities we explain
why the observed discrepancies are most likely not due to
uncertainties in the physical parameters or caused by other
effects.

The specific choice of the intermolecular potential has only a
small effect on wavelength, e.g., for hPS= 7 nm the unstable
wavelength λmax ¼ 340 nm decreases at most by 5 % upon
different choices for the short-range potential and the rupture
time decreases not more than 25 %, which can also be seen in the
comparison of wavelength and rupture time for full and only
long-ranged potential plotted in Fig. 4. Also, any uncertainty of
the Hamaker constant and thus in the driving forces will directly
impact the predicted spinodal wavelength and breakup times. For
example, a Hamaker constant more than twice as large as the
calculated one, (5), would be needed to explain the quantitative
difference in rupture time but would still not be sufficient to
match the wavelength. However, such a large Hamaker constant
is well beyond the variations expected from uncertainties of the
dielectric properties that were used to calculate it. For the
considered system, a dependence of the spinodal wavelength on
the exact viscosity or viscosity ratio was not observed in the linear
theory. For fixed viscosity ratio, any change of the viscosities
directly translates into a change of the time scale, which might be
the greatest source of uncertainty for the rupture time. At fixed
PMMA viscosity μPMMA, having a viscosity ratio of μ= 1 instead
of μ= 1.4 will cause a reduction in rupture time of < 5 %.

Fig. 5 Results from linear stability analysis. a Eigenvalues σs,u(k) of stable and unstable branch with 1/σu= 9400 s at kmax. b Normalized (but not
orthorgonal) eigenvectors χs,u for the stable and unstable branch with χh= χPS+ χPMMA. c Initial perturbation h ¼ h0 þ δχα cosðkxxÞ cosðkyyÞ using an
unstable or stable eigenmode for h0PMMA ¼ 111 nm and h0PS ¼ 7 nm (amplitude exaggerated) for k ¼ kmax using the physical parameters of the polystyrene
(PS)-polymethylmethacrylate (PMMA) system. Stable deformations (blue) are positively correlated, whereas in the unstable case (red) the PS film is
thinner where the PMMA film is thicker, i.e., negatively correlated.
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Similarly, working with a reduced PS viscosity μ= 0.1 reduces the
rupture time by less than a factor two (see Supplementary
Note 11).

Stress relaxation times for PMMA are of the order τ ~ 100 s and
for PS of the order τ ~ 101 s, e.g.36,56. However, since
τ≪ trup ~ 103 s we expect no impact of visco-elastic effects on
the rupture time, which justifies to consider both liquids as
Newtonian. Other dissipative effects such as slip at the polymer-
polymer interface can also decrease the rupture time. For the
example of hPS= 7 nm and an interfacial slip-length of
bi= 10 nm, the inverse of the maximally unstable eigenvalue
reduces from 1/σu= 9400 s to 1/σu= 5800 s and correspondingly
reduces the rupture time trup; we refer to44 for a detailed
discussion on slip. But also this reduction in breakup time due to
slip is way to small to explain the observed deviations. However,
larger slip lengths can be excluded based on previous quantitative
comparison of experimentally and theoretically determined rim
profiles and dewetting rates for the same polymer system36. Also,
the interfacial width w ¼ a=

ffiffiffiffiffi
2χ

p
between the immiscible

polymers PS and PMMA might contribute to the difference of
predicted and observed wavelength of the spinodal instability but
has not been discussed in literature so far. Here, χ is the Flory-
Huggins interaction parameter and a the segment length.
Commonly reported values for PS/PMMA interfaces lie in the
range w= 2…5 nm57,58 with dependence on film thickness37 and
molecular weight59, which might affect the molecular roughness
of the PS-PMMA interfaces.

Only when combining all the above mentioned quantitative
effects while assuming that all possible uncertainties act in the
same direction, the discrepancy between experimental results and
predictions from linear stability analysis could be drastically
diminished. However, this seems rather unlikely. In the following
section, we therefore investigate the influence of initial surface
roughness and nonlinear effects, which seem more likely to
explain the observed differences between experimental results and
theoretical predictions.

Nonlinear evolution of spinodal dewetting. An in-depth dis-
cussion of the initial surface roughness is essential for this bilayer
system, as the existence of two solution branches caused by the
existence of two mobile interfaces is a profound difference to
the dewetting from a solid substrate. Here, the discussion of the
overlap of the initial perturbation with the stable and unstable
branch of the dispersion relation, Fig. 5, is particularly important.

The existence of an correlated initial surface roughness of the
PS-air and the PS-PMMA interfaces is apparent from the
topographic data shown in Fig. 1. Together with a more detailed
analysis in the Supplementary Note 5, we investigate the
combined impact of nonlinearities and noisy initial data.
Specifically, we investigate the impact of different correlated
initial PS-air and PS-PMMA interfaces in the nonlinear evolution
problem (3) on the rupture time and on the unstable wavelength
using numerical simulations. For that we choose

hðt ¼ 0; xÞ ¼ h0 þ δh ξðxÞ;
hPMMAðt ¼ 0; xÞ ¼ h0PMMA þ δhPMMA ξPMMAðxÞ;

for the total film thickness defined as h= hPS+ hPMMA. Guided by
the experiments, we restrict our considerations to small perturba-
tions δhα of a uniform thickness h0α, which might be suited to
explain the discrepancy between experimental measurements and
linear stability. To represent the initial roughness of a PS layer with
h0PS ¼ 7 nm and a PMMA layer with h0PMMA ¼ 111 nm, we use
independent normally distributed data ξα(x), where the initial layer
thicknesses are perturbed with white (Gaussian) noise with
δh= δhPMMA= 0.7 nm. As a result, the observed rupture times

tsim= 22 × 103s defined by appearance of first holes and the
wavelength λ= 330 nm defined by the maximum in the PSD agree
with the predictions by linear theory trup= 23 × 103s and λmax ¼
340 nm but are systematically larger than the experimental
measurements texp ¼ ð2:8 ± 0:5Þ ´ 103 s and λexp ¼ ð166± 47Þ nm,
Supplementary Note 9.

However, the power spectral densities of the initially prepared
interfaces, Fig. 3a, b reveal that the initial roughness of the
experimentally prepared interfaces is not composed of white
noise but rather of colored noise with a tendency for larger
amplitudes at longer wavelengths. Moreover, the initial roughness
of the PS-PMMA and the PS-air interface is positively correlated
for wavelengths at the micrometer scale. To mimic the
experimentally observed colored noise, we introduce the follow-
ing model for initial data

hðt ¼ 0; xÞ ¼ h0 þ∑
k

δh0

jkjρ ξðkÞ cosðkxxÞ cosðkyyÞ;

hαðt ¼ 0; xÞ ¼ h0α þ∑
k

δh0α
jkjρ ξαðkÞ cosðkxxÞ cosðkyyÞ;

for α= PMMA with k ¼ ðkx; kyÞ 2 π
L ðmx;myÞ for mx,my= 1, . . . ,

N and N being the pixel resolution of the AFM scan or the
resolution of the computational mesh used for the solution of (3).
By ξα(k) we denote normally distributed random variables with
variance one and δh0; δh0PMMA chosen so that the variance of h and
hPMMA matches the experimental observations. A comparison of
generated and experimental noise in the Supplementary Note 4
shows that colored noise with ρ= 1 describes the initial
experimental data of the PS-PMMA interface very well. In
particular descibes the colored noise the experimental situation
much better than white noise with ρ= 0. The observation of
colored noise is explained theoretically by the assumption of
equipartition of energy in fluctuating interfaces60.

Motivated by the previous observation that noise on interfaces
is correlated, we consider the case where ξα(k)= ξ(k), i.e., that the
roughness of the PS-air and PS-PMMA interface are positively or
negatively correlated for each k depending on the signs δhα. In
accordance to the linear stability analysis and the associated
eigenvalue problem shown in Fig. 5, we choose initial data on the
stable and unstable branch via

stable: δh0 ¼ 1:2 nm; δh0PMMA ¼ 1:2 nm;

unstable: δh0 ¼ 0; δh0PMMA ¼ 1:2 nm;

where δh0 ¼ δh0PMMA þ δh0PS, which is a sufficiently good
approximation to the stable and unstable eigenvector for
sufficiently large k. The values of δh0, δh are chosen to roughly
match the observed variations in the experimental data. The
topography of such a generated noisy interface is shown in the
Supplementary Note 4 together with the log-PSD.

The resulting nonlinear simulations with colored noise and
initial data on the stable and unstable branch of the dispersion
relation are shown in Fig. 6, while Fig. 7 depicts the
corresponding power spectral densities. For stable initial
perturbations, all k-components fade out quickly except for a
small remainder. These remaining components overlap with
unstable eigenmodes and are amplified considerably later in the
dynamics. This finally leads to rupture at tsim,s= 30 × 103 s, which
is slightly longer compared to the linear stability with
trup= 23 × 103 s. Due to the decay of the initial roughness at
early times, the evolution falls back into the linear regime and
remains there for a considerable part of the evolution. Hence, for
stable initial perturbations, the fastest-growing mode can fully
develop and become clearly visible in the PSD and the
normalized PSD in Fig. 7a, c. This fastest-growing wavelength
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λsim,s= (350 ± 80) nm is again compatible with λmax ¼ 340 nm
from linear theory.

For unstable initial perturbations, nonlinear effects lead to a
strong acceleration of the rupture for all wavelength with λ ≥ λcrit
compared to the linear theory. To this end, we specifically point
out the comparison of linear and full nonlinear theory with
colored noisy initial perturbations in the Supplementary Note 4,
where we verify the nonlinear acceleration of spinodal rupture
quantitatively for stable and unstable perturbations. The initially
larger amplitude of larger wavelength results in the power spectral
density shown in Fig. 7b with no local maximum identifiable at
any time, similar to the experimental PSD of the PS-air interface
in Fig. 3a. The unstable wavelength predicted from linear theory
cannot be identified here because the initial data started already in
the nonlinear regime and unstable perturbations have not enough
time to grow out of the initial spectrum. Notably, if the PSD is
normalized with respect to the initial spectrum at t= 0, the
resulting maximum in the PSD in Fig. 7d gives a striking local
maximum at a much lower maximum wavelength λsim,u= (210
± 50) nm. This value is in fact well below the unstable wavelength
λmax ¼ 340 nm predicted by the linear theory for this PS film
thickness, and even slightly below the predicted critical
wavelength λcrit= 230 nm that is the limit for positive

amplification in the linear stability theory. The immediate
amplification for unstable initial perturbations also leads to a
much smaller theoretical rupture time of tsim,u= 0.8 × 103 s for
unstable initial perturbations, which is about 30 × faster than
prediction from linear stability trup= 23 × 103 s and more than
three times faster than the corresponding experimental rupture
time texp ¼ ð2:8 ± 0:5Þ ´ 103 s for h0PS ¼ 7 nm, Fig. 4b. The fact
that wavelengths below λcrit are amplified also emphasizes the
need of a nonlinear analysis.

In the specific numerical example with unstable initial
roughness, both the spinodal wavelength and the breakup time
are closer to the experimental data than predicted by the
preceding linear stability analysis. The main difficulty in the
predicting power is the assumed decomposition of the initial data
into stable and unstable components. While the relevance of
colored noise for this prediction is evident, the experiment only
provides clear evidence for correlation of the noise for longer
wavelengths around 1 μm and not in the relevant region of the
spinodal wavelength near λmax. A possible unstable (antiphase)
correlation of the initial conditions at wavelength around
λmax cannot be established because of the very small spinodal
wavelength of about 150 nm for the example of hPS= 7 nm and
the limited experimental accuracy.

(stable)

(unstable)

Fig. 6 Numerical solutions of the evolution of polystyrenen(PS)-air and PS-polymethylmethacrylate (PMMA) interfaces for different initial
perturbations. As start configuration the interfaces are perturbed by colored noise, Supplementary Note 4, a–l on the stable and m–x on the unstable
branch. Images a–f and m–r show the PS-air surfaces, h(t, x)= hPMMA(t, x)+ hPS(t, x) and images g–l and s–x show the corresponding PS-PMMA
interfaces, hPMMA(t, x). The film thicknesses for both, stable and unstable initial data, are h0PS ¼ 7 nm and h0PMMA ¼ 111 nm. The panels of initial stable
corrugations a–l denote t= {0, 9.8, 19.6, 26.9, 30.3, 31.3} × 103 s; appearance of first holes at t ~ 30 × 103 s. Time steps of the initial unstable corrugations
m–x denote t= {0, 0.39, 0.59, 0.81, 1.22, 1.47} × 103 s; appearance of first holes at t ~ 0.8 × 103 s. Times increase from left to right. Later stages of the
evolution are shown in Supplementary Note 10.
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While we mainly investigated the effects of nonlinear
amplification of colored noise, thermal fluctuations are expected
to contribute significantly to the dynamics if the fluctuations are
excited in the unstable region of the dispersion relation.

Conclusion
AFM-based experimental observations of spinodal dewetting of a
thin liquid polystyrene (PS) film from a liquid poly-
methylmethacrylate (PMMA) layer were compared with theore-
tical predictions. While the experimentally observed trends of
preferred wavelength and rupture time for variable PS thickness
and the negative correlation of PS-air and PS-PMMA interfaces
match expectations from linear stability analysis, the experi-
mental values for spinodal wavelength and rupture time are still
systematically smaller than predictions from linear theory. Even if
all experimental uncertainties in physical parameters such as the
Hamaker constant, short-range part of the effective interface
potential, polymer viscosities, possible interfacial slip, and mea-
surement errors taken together may account for this difference, it
seems very unlikely that all errors point in the same direction, in
particular, as their values are well established in literature.

In contrast to spinodal dewetting from a solid support17,19,20,
where the dispersion relation features one branch only and

thermal noise speeds-up the dewetting26–28, we find that for
liquid–liquid dewetting both the mode selection process and the
rupture time depend sensitively on initial roughness of both
interfaces. This dependence on initial roughness arises from the
existence of two solution branches, one stable and one unstable,
where for unstable modes the dynamics with realistic colored
noise easily falls into the nonlinear region and therefore deviates
significantly from linear theory. A direct comparison of linear vs
nonlinear rupture for random perturbations on the stable and
unstable branch of the dispersion relation is provided in the
Supplementary Note 5. The impact of roughness on the model
selection process that was observed in this study can also clarify
previously reported discrepancies between experimentally derived
and calculated Hamaker constant and in particular can answer
the sensitivity on the preparation protocol observed40.

Applying uncorrelated white noise as start configuration for
both interfaces, the nonlinear simulations reproduced expecta-
tions from linear stability analysis. Starting with colored noise at
both interfaces and correlating the noise of both interfaces to be
on the stable branch does not impact the selected spinodal
wavelength, but rather prolongs the breakup time as the stable
modes first reduce before the unstable modes grow again. How-
ever, starting with colored noise on the unstable branch strongly
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Fig. 7 Power spectral densities (PSD) of numerically generated polystyrene (PS)-polymethylmethacrylate (PMMA) interfaces with different initial
perturbations. Power spectral density of hPMMA at different times t for the numerical solutions of Fig. 6 shown for stable perturbation a and for unstable
perturbations b. Corresponding PSDs normalized with respect to the PSD at t= 0 are shown in c for stable perturbation and in d for unstable perturbations.
The dashed line in each panel shows the fastest-growing wavelength λmax and the dash-dotted line shows the critical wavelength λcrit from the linear
stability analysis. The times in the legends of a, b are given in units of 103 s.

ARTICLE COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-023-01208-x

8 COMMUNICATIONS PHYSICS |           (2023) 6:109 | https://doi.org/10.1038/s42005-023-01208-x | www.nature.com/commsphys

www.nature.com/commsphys


reduces the wavelength of the fastest-growing modes and short-
ens the breakup time and thus significantly impacts the mode
selection process. In this context, we have also shown that the
roughness modes that are relevant for mode selection and
that need to be correlated are around the spinodal wavelength.

Since the amplification of the modes on the unstable branch
starts immediately and the system begins with finite amplitudes of
the wavelengths around the spinodal wavelength (predicted by
the linear stability), the respective starting configuration dom-
inates in the power spectral density analysis. When focusing on
the amplification of modes, wavelengths below the spinodal
wavelength dominate and their maximum was found to be even
in the range of the critical wavelength. Moreover, for the example
of hPS= 7 nm, the resulting rupture time on the unstable branch
is significantly reduced to a fraction 1/30 of the original value
compared to the expectations from the linear stability analysis.

We conclude that the inclusion of spatial roughness and spatio-
temporal fluctuations of both interfaces is crucial in the quanti-
tative description of spinodal dewetting of liquid bilayer systems.
Besides the demonstrated importance of initial roughness of both
interfaces that might result from a certain preparation process or
the molecular nature of the used liquids, it seems similarly
important considering spatio-temporal thermal noise that is also
expected to behave differently at the liquid-air and the buried
liquid-liquid interface. Our results thus call for an extension of
the current theory for liquid–liquid dewetting and the inclusion
of thermal fluctuations that will theoretically further underpin
our results and establish new patterns of liquid–liquid systems,
such as found in Supplementary Note 12. This will require the
derivation of a fully stochastic thin film model for liquid–liquid
systems, for which currently no theoretical work exists but whose
need has been demonstrated here.

Methods
Thin-film model and linear stability. Spinodal dewetting of a liquid polystyrene
film (PS) on top of a liquid polymethylmethacrylate substrate (PMMA) is con-
sidered as shown in Fig. 8.

We assume the flow to be governed by the incompressible Navier-Stokes
equation, where the free capillary boundary is driven by an intermolecular
potential Φ(h) that destabilizes the PS layer and leads to spinodal dewetting44. The
common long-wave approximation then provides the evolution equation of the
simplified system

∂th ¼ ∇ � QðhÞ∇ δE
δh

� �
; ð3Þ

where h(t, x)= (hPMMA(t, x), hPS(t, x)) with the total nondimensional height

h= hPS+ hPMMA, the degenerate mobility matrix Q=Qvisc+Qslip, and where

EðhÞ ¼
Z

Ω

γ

2
j∇hPMMAj2 þ

1
2
j∇hj2 þΦðhPSÞ dx: ð4Þ

is the energy functional with the nondimensional surface-tension ratio γ= γPS-
PMMA/γPS-air. Details are given in Supplementary Note 1, including the numerical
approach for solving the nonlinear evolution problem (3).

Sample preparation and AFM measurements. Polystyrene (PS) films with a
molecular weight of 63 kgmol−1 and thicknesses in the range of (2 nm≤ h0PS ≤ 10 nm)
were prepared on top of polymethylmethacrylate (PMMA) with molecular weight of
10 kg mol−1 and a thickness of either h0PMMA ¼ ð111± 4Þnm or
h0PMMA ¼ ð219 ± 7Þ nm. The molecular weights of the polymers were chosen as short
as possible to consider them as Newtonian liquids and as long as needed to allow for
the preparation of the thin film while guaranteeing a viscosity ratio of PS and PMMA
of about one. The PMMA films were spin-coated from toluene solution onto cleaned
silicon wafer cuts. Cleaning of the silicon wafer was done by a fast CO2 stream (Snow-
Jet, Tectra), sonication in ethanol, acetone and toluene, followed by Piranha etch61.
The rms roughness of the polished and cleaned silicon wafers was determined by
AFM on an areas of 1 μm2 and were reliably less than 0.2 nm. PS layer were prepared
by spin coating from toluene solution on freshly cleaved Mica sheets and subse-
quently transferred onto the PMMA coated silicon cuts. Transferring was achieved by
floating the PS layer onto ultrapure water (GenPure UV/UF, Fisher Scientific) and
picking up with the PMMA coated silicon wafer from above; film thicknesses were
determined by ellipsometry (EP3, Accurion).

The glass transition temperature of PS(63k) is TG,PS= (95±5) ∘C, while that of
PMMA(10k) is TG,PMMA= (115±5) ∘C36. Both polymers were purchased from
Polymer Standard Service Mainz (PSS-Mainz, Germany) with polydispersities of
Mw/Mn= 1.03 for the PS and ofMw/Mn= 1.05 for the PMMA. The surface tension
of the PMMA-air interface is assumed as γPMMA-air= (32 ± 2) mNm−1, that of the
air-PS interface is γPS-air= (31.5 ± 0.2) mNm−1, i.e., about 25 times larger than that
of the buried PS-PMMA interface γPS-PMMA= (1.25 ± 0.07) mNm−1 36,62.

The dewetting processes were monitored in situ by atomic force microscopy in
soft tapping mode (AFM, Bruker, Dimension Icon, fast scan) at temperatures in the
range of (120−130) ∘C to adapt the dynamics of the system to the imaging speed of
the AFM. As no change of TG or polymer viscosity is expected for nanometric PS
layers on PMMA substrates thicker than 35 nm63–65, we assume bulk values for the
polymer viscosities, which agree with viscosity measurement in thin films36 using the
leveling method66,67 that have recently been extended to bilayer systems68. The
viscosity of PS in this temperature range varies between 0.98MPas ≲ μPS≲ 9.8MPas
and between 0.71 MPas ≲ μPMMA≲ 6.5MPas of PMMA69. The resulting viscosity
ratio of PS and PMMA is thus μ= 1.5 for T= 120 ∘C and μ= 1.38 for T= 130∘C. A
potential impact of remaining solvents or residual stresses in solvent cast polymer
films on the dewetting process, as was observed for large molecular weight polymer
films dewetting from slippery surfaces with large contact angle70,71, was tested using
different protocols: Ready prepared samples were stored at room temperature for
2 months before conducing the dewetting experiments; spin coated PMMA films on
silicon wafers were preannealed either for 2 h at 55 ∘C or for 45 min at 145 ∘C, while
spin coated PS films on mica surfaces were preannealed either for 2 h at 55 ∘C or for
about 5 min at 115 ∘C before transferring them at room temperature on the
preannealed PMMA surfaces and to finalize the sample used for the dewetting
experiments. However, no influence of aging or preannealing was detected on the
dewetting process, so that the influence of residual stresses can be safely excluded for
the present results. Since no influence of the drying or preaging protocols were
observed, these additional steps were not conducted routinely.

To reveal the 3D shape of both the PS-air and that of the buried PS-PMMA
interface, dewetting scenarios were imaged ex situ. For that, samples were
quenched from dewetting temperatures down to room temperature at a desired
dewetting stage and the frozen dewetting pattern was imaged by AFM with great
accuracy. Subsequently, the PS layer was removed by dipping the glassy polymer
sample in a selective solvent (cyclohexane, Sigma Aldrich, Germany) for 5 s at
50 ∘C and immediately blow-dried with a gentle stream of nitrogen gas. The
formerly buried PS-PMMA interfaces could then be imaged by AFM and be
aligned with that of the PS-air interface to obtain full three-dimensional images.

A slightly different protocol was used to obtain the initial topography data of
the PMMA interface shown in Figs. 1 and 2a, f for t= 0. In this cases, the PMMA
interfaces were scanned after spin coating at room temperature to obtain the
topography of the PMMA interface and the same spot was scanned again after
transferring the PS layer onto the underlying PMMA layer to obtain the
topography of the PS-air interface. We validated this procedure and with it the
protocol of PS film removal, by comparing the thus obtained topographies of the
PMMA interface with topographies that were obtained following our typical
procedure, i.e. scanning the PMMA interface after preparation of the complete
PMMA-PS sample and subsequently removing the PS layer with a selective solvent,
i.e. as done for all subsequent dewetting situations for times t > 0. The obtained
PMMA topography was independent on the applied protocol.

Assuming a single electronic absorption frequency of 3 × 1015 Hz51, p. 186] and
relative permittivities of air, PS, and PMMA as εr= {1.00059, 2.6, 2.6} and the
corresponding refractive indices as nr= {1.00029, 1.5894, 1.4893}72, respectively,
the Hamaker constant for the two-interface system air-PS-PMMA was calculated

x
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PS

air

solid

hPMMA

hPS

h

PS- air

PS- PMMA

bs

bi

PMMA

PS

Fig. 8 Geometric setup of bilayer system. The system is characterized by
the total height h and the individual heights or viscosities of polystyrene
(PS) and polymethylmethacrylate (PMMA) layers hPS and hPMMA or μPS
and μPMMA, respectively. The PS/PMMA interface has the interfacial
tension γPS-PMMA and the PS-air surface has the surface tension γPS-air. The
solid-PMMA interface the slip length bs and the PMMA-PS interface the
slip length bi.
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using the formalism in51

A ¼ 1:49 ´ 10�20J: ð5Þ
Despite a realistic uncertainty in the order of ± 0.4 × 10−20 J, the positive Hamaker
constant A implies that a PS film on top of PMMA is spinodally unstable, leading
to spinodal film breakup of sufficiently thin films. The free energy (4) of the air/PS/
PMMA/Si system can be modeled as21

ΦðhÞ ¼ � A

12πh2PS
� A1

12πh2PMMA

� A2

12πh2
þ B

hnPS
: ð6Þ

where, in addition to the Van der Waals forces encoded by the Hamaker constants,
stabilizing intermolecular forces are encoded in B and n. From21 we getA1= 3.81 ⋅ 10−20 J
and A2=−23.02 ⋅ 10−20 J, which are negligible due to (hPS/hPMMA)2∼10−2 and we set
A1=A2= 0 for simplicity. Commonly used values for n are 3≤ n≤ 873, where we are
using n= 4. ðhPS=hPMMAÞ2 � 10�2. We refer to our Supplementary Note 2 for further
details regarding the effective interface potential.

Data availability
Experimental raw data, and the ascii data of the experimental data shown in the figures
are available at Zenodo: https://doi.org/10.5281/zenodo.6475157.

Code availability
Simulation codes, and the ascii data of the simulation data shown in the figures and the
matlab codes to generate them are available at Zenodo: https://doi.org/10.5281/zenodo.
6475157.
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