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Determining the temperature of a millikelvin
scanning tunnelling microscope junction
Taner Esat 1,2, Xiaosheng Yang 1,2, Farhad Mustafayev1,2, Helmut Soltner 3, F. Stefan Tautz 1,2,4 &

Ruslan Temirov 1,5✉

Cooling the junction of a scanning tunneling microscope to millikelvin temperatures is fun-

damental for high-resolution scanning tunneling spectroscopy. However, accurately deter-

mining the junction temperature has proven elusive, due to the microscopic dimension of the

junction and its continuous energy exchange with the surrounding environment. Here, we

employ a millikelvin scanning tunnelling microscope cooled by an adiabatic demagnetization

refrigerator. Using normal-metal and superconducting tips, we perform scanning tunnelling

spectroscopy on an atomically clean surface of Al(100) in a superconducting state. By

varying the refrigerator temperatures between 30 mK and 1.2 K, we show that the tem-

perature of the junction is decoupled from the temperature of the surrounding environment.

To corroborate our findings, we simulate the scanning tunnelling spectroscopy data with P(E)

theory and determine that the junction has a temperature of 77 mK, despite its environment

being at 1.5 K.
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The quantum effect of electron tunneling lies at the heart of
scanning tunneling microscopy (STM). STM junctions
operated in a highly controlled manner under ultra-high

vacuum (UHV) and low-temperature conditions enable high-
resolution imaging, and precise manipulation of surface
nanostructures1. However, further explorations of quantum-
coherent phenomena in such nanostructures2 may demand
even better control over the STM junction and its environment
because of the utmost sensitivity of quantum tunneling to the
microscopic properties of the tunneling junction and its envir-
onment. Since the temperature is one of the most critical envir-
onmental parameters, STM setups operating at ultra-low
temperatures, i.e., well below 1 K, are being developed3–13.

The motivation for conquering the millikelvin (mK) tem-
perature range with STM is two-fold: First, the ultra-low tem-
peratures stabilize emergent quantum ground states with
exceptional properties14–16. Second, upon cooling the junction,
the width of the Fermi–Dirac distribution in its electrodes
shrinks, increasing the energy resolution of scanning tunneling
spectroscopy (STS) and, in that way, also providing better access
to low-energy excitations with longer lifetimes17–19.

The problem of determining and later controlling the STM
junction temperature is, however, anything but trivial. The most
straightforward reason is that a direct temperature measurement
typically performed with macroscopic sensors is technically
impossible in such a microscopic junction. Another complication
is that the junction permanently exchanges energy with its
environment. These energy exchange processes affect the tun-
neling rates appreciably20, requiring the characterization of the
environmental temperature, too.

One indirect way of deducing the junction temperature is to
perform an STS experiment, i.e., to measure the dependence of
the tunneling current I on the applied bias voltage V. Most
generally,

I ¼ e½Γ þ ðVÞ � Γ�ðVÞ�; ð1Þ
where e is the elementary charge and Γ± is the tunneling rate in
the direction along (against) the applied bias voltage. For an STM
junction interacting with its electromagnetic environment20, Γ+

can be calculated from

Γ þ ðVÞ ¼ 4π
_

Z Z 1

�1
dEdE0nTðEÞnSðE0 þ eVÞf TðEÞ

´ ½1� f SðE0 þ eVÞ� MðE; E0 þ eVÞ
�� ��2PðE � E0Þ;

ð2Þ

where nT,S are the densities of states (DOS) and f T;SðEÞ ¼
1=½1þ expðE=kBTT;SÞ� are the Fermi–Dirac distribution functions
of the tip (T) and sample (S) electrodes. kB is the Boltzmann
constant and M is Bardeen’s matrix element accounting for the
overlap between the single-electron wavefunctions in the tip and
the sample21–23. Apart from the last factor under the integral, Eq.
(2) is identical to the classical result by Bardeen for the tunneling
current in a junction isolated from the environment and con-
nected to an ideal voltage source20,21.

The environment enters Eq. (2) in the form of the so-called
P(E) function, which describes the probability for the tunneling
electron to exchange the energy E with the environment20. PðE �
E0Þ substitutes the delta function δðE � E0Þ in Bardeen’s original
expression for the non-interacting junction, thus accounting for
the fact that also inelastic tunneling processes occur. Note that it
is the thermal dependence of fT,S(E) that allows extracting the
temperature of the tip TT and the sample TS from the STS data if
nT,S(E) and P(E) are known.

The problem with nT,S(E) is that it generally results from a
complicated and often irregular atomic structure of the tip or
sample, respectively. For evaluating TT,S, it is therefore desirable

to use materials with a well-defined DOS, on which atomic
defects have little influence. Viable candidates to this aim are the
Bardeen–Cooper–Schrieffer (BCS) superconductors with their
DOS given by the well-known expression24

nBCSðEÞ ¼ n0Re
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2 � Δ2
p

� �
; ð3Þ

in which n0 defines the DOS in the normal state and Δ is the
halfwidth of the superconducting gap. nBCS features two spec-
troscopic singularities—the so-called quasiparticle peaks—situ-
ated symmetrically around EF at the lowest quasiparticle
excitation energy ±Δ. Since according to Eq. (3) the quasiparticle
peaks are spectroscopically very sharp, the effect of their
temperature-dependent broadening can help the accurate eva-
luation of TT,S in a mK STM junction.

In a tunneling junction comprising a normal metal tip and a
superconducting surface, when the temperature is substantially
lower than the critical temperature of the superconducting
transition Tc, Eq. (2) for Γ + (V) simplifies to

Γ þ ðVÞ ¼ 1
e2R

Z Z 1

�1
dEdE0nBCSS ðE0 þ eVÞ

´ f TðEÞPðE � E0Þ;
ð4Þ

losing its dependence on fS(E) and hence TS. Also note that under
the assumption nT(E)= const, and MðE; E0Þ ¼ const, in the
relevant range of energies, they factor out and together with n0
are absorbed into R, the high bias, or normal-state resistance of
the junction. According to Eq. (4), tunneling between a normal
metal tip and a superconducting surface yields TT if the P(E)
function is known. Conversely, tunneling between a super-
conducting tip and a normal metal surface yields TS. Interestingly,
in a junction with both electrodes being superconducting the
tunneling current, i.e., the Josephson current of Cooper pairs, is
completely independent of TT,S if TT,S≪ Tc, and is given by

IðVÞ ¼ πeEJ

_
Pð2eVÞ � Pð�2eVÞ½ �; ð5Þ

which thus provides the most direct way of determining the P(E)
function experimentally20. In Eq. (5), EJ= _Ic=2e is the Josephson
energy and Ic the critical Josephson current.

The first attempt at determining P(E) of an STM junction is
due to Ast and coworkers25,26. Applying the P(E) theory as
sketched in the “Methods” section, they successfully simulated the
experimental STS data collected with a dilution-refrigerator-
operated mK STM5 on various tunneling junctions25–31. They
also demonstrated that the P(E) function causes broadening of
the STS data and thus imposes a fundamental limitation on the
resolution of STS experiments. Furthermore they proposed that
the effective capacitance of the STM junction C is an important
factor determining the degree of that broadening26.

Up to now, P(E) theory has been applied to STM, under the
assumption that the junction is well thermalized with its environ-
ment, or in other words, the temperature of the junction is equal to
that of its environment: TT, S= Tenv. It is, however, possible to
envision a situation where this condition does not hold32,33.

Here we demonstrate that the junction of our mK STM is much
colder than the surrounding environment TT≪ Tenv by perform-
ing variable-temperature STS of the Al(100) surface in its super-
conducting state, using both normal-metal and superconducting
STM tips. First, we measured the temperature-dependent Joseph-
son conductance and recovered the P(E) function of the environ-
ment together with its temperature Tenv from these data. Then we
employed the obtained P(E) function and Tenv for evaluating the
temperature TT of the STM tip, which we consider to be an upper
estimate of the junction temperature. Specifically, we obtained TT
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by fitting the STS of the superconducting gap measured with a
normal metal tip. In doing so, we additionally expose a potential
problem of the commonly used fitting approach and suggest how to
avoid it. Finally, we argue that the comparatively warm environ-
ment of our mK STM junction results in photon-assisted tunneling
that is responsible for the in-gap conductance seen in the STS of the
superconducting gap.

Results and discussion
Capacitance of the tip-sample junction. Considering the
broadening effect of the tip-sample junction capacitance C on
STS26, we attempted to increase C by using blunter PtIr tips. The
model of the tip geometry exhibited in Fig. 1a was extracted from
the scanning electron microscopy images shown in Fig. 1b, c: We
approximated the tip apex shape by a sphere 90 μm in radius and
crowned by a cone with 120° opening angle.

Placing the model tip over a flat metal surface, we simulated
the charge distribution in the tip-sample junction with a
commercial software employing the boundary element method
(BEM)12. Figure 1d shows the simulated surface charge resulting
from a potential difference of 1 V applied to the sample while the
grounded tip is located at a distance of 1 nm. Although the
induced charge density drops quickly with the distance from the
tip apex, a more careful analysis shows that the density of charge
that accumulates on the shaft of the tip, i.e., far from the apex, is
not negligible.

Because the energy resolution of a mK STM may be as high as
10 μeV which corresponds to ≈2.5 GHz11, the dimensions
contributing to the junction capacitance may reach the scale of
several cm. We, therefore, considered the complete STM head12

for evaluating C. A simplified model that captures the essential
features of our miniature12 STM head (Fig. 1e) pictures the
junction capacitor as a cylindrical metallic cavity with a radius of
7 mm and a height of 7 mm inside which the tip, i.e., the second
electrode, is located. The bottom of the cavity coincides with the
surface plane of the sample; hence, the distance from the tip to
the cavity bottom is 1 nm. Systematically changing the length of
the tip wire L between 2 and 6 mm, we obtained the plot shown
in Fig. 1e, which demonstrates that C depends on L and hence the
correct evaluation of C needs to account for such additional
elements as the tip holder and possibly also the tunneling current
wire connected to the tip. Instead of performing more elaborate
simulations, we pick C= 100 fF as a ballpark value for our
analysis and later show that the picture that emerges from this
analysis does not qualitatively change upon reasonably limited
variations of C.

Temperature of the environment. According to P(E) theory, the
environment of the STM junction is essentially the source of the
fluctuations of the junction’s phase ~ϕ (see Eq. (9) in the Methods
section), which couple to the charge degree of freedom Q of the
junction and thus affect the tunneling process. The fluctuation-
dissipation theorem enables one to represent the fluctuating
environment by a dissipative impedance Renv connected in series
to the tunneling junction with resistance R and capacitance C as
shown in the lumped element model20 in Fig. 2. Because the
spectrum of fluctuations depends on the temperature Tenv of the
environment (see Eq. (10)), an analysis of experimental tunneling
spectra yields the value of Tenv32. As was mentioned in the
introduction, Josephson tunneling spectroscopy provides the
most direct access to the P(E) function of the environment and
hence Tenv.

We exploited the unique capability of our instrument to
perform temperature-dependent STS and recorded 91 differential
conductance dI/dV(V) spectra of the STM junction in the
Josephson regime while increasing the temperature TADR of the
adiabatic demagnetization refrigerator from 34 to 600 mK. The
spectra were acquired automatically with a rate of one spectrum
per every 30 min. The measurement was done on an atomically
clean superconducting Al(100) surface using a superconducting
tip. The latter was prepared by gentle indentations of the PtIr tip
(see Fig. 1) into the Al(100) surface. Visual inspection of the
spectra in Fig. 3 reveals that the Josephson conductance peak,

Fig. 1 Capacitance of the scanning tunneling microscope (STM) junction.
a Model of the tip based on the scanning electron microscope (SEM)
images (b, c). b, c SEM images of the tip. d Simulated surface charge
density in the junction biased by the voltage of 1 V. Distribution of the
potential in the junction (inset). The dashed white lines represent the
outline of the tip and the sample. e Dependence of the junction capacitance
C on the length L of the tip wire. Model of the STM head used for simulating
C (inset).
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located at zero bias20 and visible in all spectra up to TADR ≈ 500
mK, shows no noticeable thermal dependence, except for its
eventual disappearance above 500 mK, which most likely is a
natural consequence of the loss of superconductivity in the tip.
This finding is surprising, considering that TADR experiences an
almost 20-fold increase.

In an attempt to rationalize the absence of the thermal
dependence in the data, we recall that P(E), which according to
Eq. (5) defines the I(V) and hence the dI/dV(V) spectra of the
Josephson junction, depends on Tenv rather than TT,S32,33. Thus,
the absent temperature broadening indicates that Tenv is
decoupled from TT,S. Indeed a situation were Tenv≫ TT,S could
naturally be realized due to an insufficient radiation shielding of
the junction from the higher temperature stages of the
cryostat34,35.

To test the plausibility of the Tenv≫ TT,S scenario, we used the
P(E) theory to fit the experimental I(V) curve acquired
simultaneously with the lowest temperature dI/dV(V) spectrum
from Fig. 3 recorded at TADR= 34 mK. As Fig. 4 shows,
presumably due to the finite size effects in our superconducting
tip, we registered a considerable quasiparticle tunneling back-
ground in the I(V) data. To keep the number of fitting parameters
small, we simply neglected the presence of the quasiparticle
background, by constraining the fitting to the [−25,25] μV
interval of the bias voltage.

According to Eqs. (5), (8), (10)–(13), in the simplest case where
the effective impedance of the circuit can be set to a real value
Renv, the simulation of the experimental I(V) data from Fig. 4
needs four fit parameters: C, Renv, EJ, and Tenv. Making an
unconstrained fit with these parameters is, however, impossible
since C and Tenv are coupled to each other, as can be seen in Eq.
(12), which is expressed in terms of the ratio T/C. Therefore, we
fix C= 100 fF in accordance with the BEM simulations of the
STM junction discussed above, while freely varying the remaining
three parameters Renv, EJ, and Tenv. Note that, in principle, EJ
could be obtained from the experimental data using the
Ambegaokar–Baratoff formula27,36. However, here we used EJ
as a fit parameter, because our data did not yield a reliable
estimate of the superconducting gap ΔT in the tip, necessary for
the evaluation of EJ.

Figure 4 exhibits the experimental I(V) spectrum of the
Josephson junction measured at 34 mK (black curve). The curve
clearly demonstrates the signature of the Josephson super current
in the presence of thermal fluctuations in the environment37. We fit
the experimental curve by calculating the P(E) function according
to the numerical procedure proposed by Ingold and Grabert38 and
also used by Ast and coworkers26. The fit (red curve) yields

Tenv= 1.5 K, Renv= 31 Ω and EJ= 8 μeV. The P(E) function
corresponding to the fit is shown in Fig. 5. The value of Tenv
obtained from the fit indicates that the scenario in which a cold mK
STM junction is located inside a much warmer environment is
indeed feasible. One could even speculate that the obtained value of
Tenv indicates the presence of thermal radiation from the 1 K stage
of the cryostat. To visualize the effect that the environment has on
the tunneling, we plotted in Fig. 4 another I(V) (blue dashed) curve
simulated with Tenv= 0.1 K, i.e., for the case of a well-shielded
junction with Tenv ≈ TT,S. Figure 4 shows that a better shielding of
the junction from the hot radiation could improve the spectro-
scopic resolution considerably.

Fig. 2 Lumped element circuit model of the scanning tunneling
microscope (STM) junction and its environment. The tunneling junction
with tunneling resistance R and temperature TS,T is shunted by the junction
capacitance C and connected to a purely dissipative impedance Renv whose
temperature is Tenv.

Fig. 3 Dependence of the differential conductance dI/dV of the
Josephson junction on the cryostat temperature TADR. Higher-
temperature data are shifted downwards for clarity. The dotted lines are
guides to the eye, highlighting the temperature dependence of the
Josephson conductance peak.
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The thermal radiation arriving from the hotter stages of the
cryostat affects the tunneling by coupling to the junction via its
electrodes acting like an antenna26. However, the high-frequency
noise from the room temperature electronics should also couple
to the junction, producing an effective increase of Tenv. We
exploited a convenient possibility to demonstrate this effect

experimentally and re-measured the I(V) spectrum of the
Josephson junction at TADR= 34 mK with the Pi-filter of the
bias line (see Methods section) unplugged. The spectrum
measured without the filter shown as the gray curve in Fig. 4
was fitted with Tenv= 2.3 K, keeping all other parameters fixed.
Thus, unplugging the filter changes Tenv and worsens the
experimental resolution from 35 to 44 μV, as measured by the
extrema of the Josephson current feature in Fig. 4.

We conclude the analysis of Tenv by discussing its dependence
on C. Varying C in the range between 50 and 150 fF, we find that
Tenv(C)= C [fF] × 16 [mK/fF]− 70 [mK]. Thus Tenv depends
relatively weakly on C. The fact that Tenv comes out close to
the temperature of our 1K pot12 generally supports the validity of
our conclusions. The fact that Tenv is not precisely 1 K could
mean that our initial estimate of C= 100 fF may be too high, with
the value of 70 fF being a more accurate estimate. At the same
time, Tenv= 4 K would demand C= 250 fF. We, however, can
rule out this scenario because the broadening caused by the P(E)
function26 calculated with these parameters makes fitting the
superconducting gap spectra (see below) impossible.

Temperature of the tip. Having determined the influence of the
junction environment, we now turn to the problem of estimating
TT,S, which, as was mentioned above, are the temperatures
appearing in the Fermi-Dirac distributions of the tip and the
sample electrodes. Generally speaking, the tip and the sample can
have different temperatures, i.e., TT ≠ TS. Therefore, to fully
characterize the junction temperature, it could be necessary to
perform two different experiments. As mentioned above, TS can
be obtained by STS with a superconducting tip on a normal-metal
sample, while TT follows from STS with a normal-metal tip on a
superconducting sample. Assuming that the tip should have a
higher temperature in our STM design, we only evaluate TT as the
upper bound on the junction temperature.

We remark that despite a consensus about the utility of
nBCS(E) for estimating the junction temperature, there is no
general agreement on the details of the analysis, with most
variations occurring at the stage of fitting the experimental data.
The problem is that using Eqs. (3) and (4) does not usually
produce satisfactory fits, and as a consequence one has to employ
expressions for the superconducting DOS that include additional
parameters. The most commonly used expression of that
type3,5–10,12 was introduced by Dynes et al.39 to account for the
finite quasiparticle lifetime in a superconductor. It follows from
Eq. (3) by introducing a phenomenological parameter γ

nDS ¼ Re
E � iγffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðE � iγÞ2 � Δ2
q

2
64

3
75: ð6Þ

Although nDS indeed results in better fits of the STS data, the
physical significance of γ remains unclear, which makes the fitting
procedure ambiguous.

Besides the Dynes expression in Eq. (6), there have been
attempts to fit the experimental STS of superconducting gaps with
the so-called Maki formula, which considers the effects of
magnetic scattering5,7. Inspection of the original work of Maki40

reveals, however, that their approach applies to dirty super-
conductors, for which the mean free path of an electron is smaller
than the coherence length of a Cooper pair. Because our clean
single-crystal Al(100) sample does not fulfill this condition, we
only analyze our data using the Dynes expression in Eq. (6).

In Fig. 6a, we present a dI/dV spectrum of the superconducting
gap measured on Al(100) with a normal-metal PtIr tip at
TADR= 44 mK. As expected for this temperature, the curve
features a fully developed superconducting gap and two sharp

Fig. 4 The lowest temperature Josephson current spectra fitted using the
P(E) theory26. The black data series depicts the Josephson current I(V)
spectrum acquired simultaneously with the lowest temperature differential
conductance dI/dV curve in Fig. 3 measured at 34 mK and fitted with the
temperature of the environment Tenv= 1.5 K (red curve, cf. text). Measured
by the positions of the I(V) extrema in this curve, the broadening due to
environmental effects is 35 μV. The blue dashed line shows the I(V)
spectrum of a junction in a well-thermalized environment obtained with the
same parameters as for the black curve (cf. text) but Tenv= 0.1 K. The
corresponding value of environmental broadening is 9 μV. Gray data
correspond to the I(V) spectrum of the Josephson junction measured at 34
mK with the high-frequency filter of the bias line12 unplugged. The data
were fitted with Tenv= 2.3 K, keeping all other parameters unchanged (cf.
text). Measured by the positions of the I(V) extrema in this curve, the
broadening due to environmental effects is 44 μV.

Fig. 5 The environmental P(E) function26. The P(E) function (red line)
calculated for the temperature of the environment Tenv= 1.5 K,
environmental impedance Renv= 31Ω, Josephson energy EJ= 8 μeV and
junction capacitance C= 100 fF. The black curve displays the model density
of states of a Bardeen–Cooper–Schrieffer (BCS) superconductor nBCS(E)
calculated with the superconducting gap parameter Δ= 173 μeV. The
height of the quasiparticle peaks is limited by the finite size of the energy
scale used in the calculation.
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conductance spikes situated symmetrically around zero bias.
Following the standard approach, we fit the spectrum with Eq. (4)
in which we substitute nBCS with nDS and use Δ and γ (see Eq. (6))
as two independent fit parameters, while the Fermi–Dirac
distribution in Eq. (4) contributes TT as the third fit parameter.
The P(E) function in Eq. (4) introduces no additional fit
parameters, as it is calculated with the fixed set of parameters
determined earlier from the Josephson junction data analysis.
Note that in using Eq. (4) we neglect the small effect of the 4 μV
lock-in bias modulation (see “Methods”).

Figure 6a shows the fit of the superconducting gap obtained
with Δ= 175 μeV, γ= 2.4 μeV, and TT= 99 mK. Notice that the
value of TT comes out substantially lower than the one we
reported earlier12, which occurs mostly due to the inclusion of the
P(E) broadening effect into the consideration. The conventional
fitting approach stops here, without giving detailed attention to
the value of γ= 2.4 μeV, which seems to be an order of
magnitude too high, if compared, e.g., to the data reported for
mesoscopic junctions41.

However, the unusually high γ causes a problem manifesting
itself as a high zero-bias conductance visible by closer inspection

of the fit in Fig. 6a. Technically, the problem arises because the
least-square fitting routine minimizes the total sum of absolute
quadratic deviations ∑i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i � y2i

p
between the data xi and the fit

yi calculated at every experimental point i. Because the minimized
deviation is absolute, the points where the xi are large contribute
more to its sum. Conversely, the points inside the gap, where the
xi are small, produce a smaller contribution; hence, the deviations
between the fit and the data inside the gap are less significant for
minimizing that sum.

To exhibit the extent of the problem clearly, we show in Fig. 6b a
log–log plot of the I(V) curve measured simultaneously with the dI/
dV data in Fig. 6a. The latter was fitted with a curve that has been
generated with the same parameters as in Fig. 6a, but comple-
mented with the high-voltage (i.e., normal-state) resistance R= 1.2
MΩ of the junction. Figure 6b confirms that the fitting of the
experimental data inside the gap needs improvement.

Before we fix the problem with the fitting, it is instructive to
inspect how the Dynes-generated I(V) curve responds to changes
in the parameters γ and T. Figure 7a shows that for small T and γ,
the value of γ defines primarily the zero-bias conductance GV=0

of the junction. T, on the other hand, as Fig. 7b shows, controls
the sharpness of the transition between the low and high
conductance regimes. Interestingly, as T increases, it smears the
gap edge towards zero bias and thus also raises GV=0. Comparing
Fig. 6b and Fig. 7a, b, we see that the value of γ that we obtained
from the standard fitting approach is indeed too high.

To fit the low energy part of the spectrum better, we change to
fitting I(V) instead of dI/dV curves. Besides that, we minimize the

sum of relative quadratic deviations ∑i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi�yi
xiþyi

� �2
r

. The modified

fit obtained with Δ= 173 μeV, γ= 0.5 μeV, TT= 78 mK and
RT= 1.2 MΩ in Fig. 8a (red curve) exhibits a much better
agreement in the gap. Nevertheless, the improvement in the gap
comes at the expense of the fit quality at the quasiparticle peaks,
where, as the inset of Fig. 8b shows, the new fit overshoots the
experiment appreciably.

Concluding that the Dynes-generated curves cannot simulta-
neously fit all the features of the experimental superconducting

Fig. 6 Fitting the experimental differential conductance dI/dV spectrum
of the superconducting gap. a Raw dI/dV spectrum of the superconducting
Al(100) surface measured with a normal-metal tip at 44 mK and fitted with
Eq. (4), where the model density of states of a Bardeen-Cooper-Schrieffer
(BCS) superconductor nBCSS was substituted by the Dynes expression nDS
defined in Eq. (6). For values of the fit parameters, cf. text. b The I(V) curve
(black dots) measured simultaneously with the dI/dV spectrum of panel (a)
and fitted (red line) using the same parameter set used for calculating the
fit in a, but complemented by the high-voltage or normal-state resistance of
the junction, R= 1.2 MΩ.

Fig. 7 Influence of the temperature T and the Dynes parameter γ on I(V)
curves simulated using the Dynes expression Eq. (6). a The I(V) curves
obtained by varying γ. b The I(V) curves obtained by varying T. The values
of the respective parameters are listed in the legend of each panel. R stands
for the high-voltage or normal-state resistance of the junction. Δ is the
superconducting gap parameter.
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gap spectrum, we come to the question of which part is more
relevant for our analysis. We propose that the lower energy part
of the spectrum lying below the quasiparticle peaks reflects the
equilibrium properties of the junction better, because the
measurement of the quasiparticle peaks occurs at a substantially
higher current. Thus, as was also recently suggested by Schwenk
et al.11, the quasiparticle peaks may experience an additional non-
intrinsic energy-dependent broadening. One could further
speculate that the observed broadening may stem from non-
equilibrium effects in the junction, e.g., local heating of the tip by
the current of tunneling electrons42. If this indeed was the case,
the temperature increase due to such heating could be about 20
mK, as Fig. 8b suggests.

Developing the argument further and recalling Fig. 7b, which
shows how the zero-bias conductance GV=0(T) reacts to the
increasing temperature, we wonder whether GV=0(T) alone could
provide a good estimate of the temperature in the tip. To explore
this question, we measured the junction characteristics, varying
TADR between 44 mK and 1.2 K. As expected, the data plotted in
Fig. 9a, b clearly show a gradual disappearance of the super-
conducting gap upon increasing TADR. The experimental

GV=0(TADR) plot in Fig. 10a extracted from the data in Fig. 9
reveals two regimes: Below TADR ~ 200 mK, GV=0 stays almost
constant, with its value determined by γ. At higher TADR, GV=0

increases quickly, indicating that the smearing of the gap reaches
zero bias, similar to Fig. 7b.

To simulate the GV=0(TADR) curve with Eq. (6), we assumed
that γ is independent of the temperature and used the value
γ= 0.5 μeV. Further, we calculated Δ(T) according to a well-
known analytic formula43 by taking the critical temperature Tc of
Al to be 1.2 K and using Δ(T= 0) = 173 μeV as obtained from
the fit in Fig. 8a. Plotting the calculated GV=0(T) curve (red) in
Fig. 10a next to the experiment, we find a striking agreement
between both curves if the experimental temperature scale TADR
is shifted by Tshift = 45 mK towards higher temperatures.

The data from Fig. 10a can be also plotted to show a Tshift for
each individual experimental data point, which results in the
Tshift(TADR) curve plotted in Fig. 10b. Apparently, our GV=0(T)
analysis yields a reasonably precise estimate of Tshift in the range
where TADR≳ 200 mK. Due to the flattening of the GV=0(T)
curve, however, the precision for TADR < 200 mK deteriorates, but
it seems that one could nevertheless safely assume that Tshift
remains roughly constant towards lower-temperatures. Interest-
ingly, as TADR increases, Tshift tends to diminish, which could
happen due to increasing heat conductivity of the materials,
leading to a better thermalization of the tip.

Looking back at Fig. 8 that displays the I(V) curve measured at
TADR= 44 mK and recalling that TT= 78 mK extracted from its
fit, we can now compare this latter temperature to the
TT= TADR+ Tshift= 44 mK+ 45 mK= 89 mK predicted by the
analysis of GV=0(T). It is noticeable that both values are well
below the temperature of 99 mK obtained from the traditional
fitting approach used in Fig. 6. Although the GV=0(T) approach
may suffer from the reduced accuracy below 200 mK, at elevated
temperatures it provides data with more confidence. Besides that,
the dependence of the Tshift on TADR obtained by the GV=0(T)
approach, may additionally reveal the physical origin of Tshift. All
of this, to our opinion, makes the GV=0(T) approach into a useful
complimentary tool for identifying the correct temperature of the
mK STM junction.

Finally, we conclude our analysis by discussing γ, the
microscopic origin of which, especially for temperatures far
below Tc, is not yet well-understood. Recently, Pekkola et al.41

proposed that γ may reflect the strength of photon-assisted
tunneling that occurs at energies far below the gap edge.
Assuming that our environment has a blackbody spectrum with
Tenv= 1.5 K, we obtain 2.7 × Tenv= 4.25 K as the average energy
of a photon. This is substantially higher than Δ/kB ≈ 2 K, which
points towards the possibility of photon assisted tunneling.

According to Eqs. (6) and (4) the dimensionless parameter γ/Δ
is directly related to the ratio of the junction conductance at zero
bias to its conductance at high bias, γ/Δ≃ R/R0. Due to the
presence of the superconducting gap, tunneling at zero bias can
only occur if an electron absorbs energy larger than Δ from the
environment. Because the probability of such an event is defined
by the P(E) function for E ≤− Δ, Di Marco et al.44 proposed to
evaluate γ/Δ as

γ=Δ ’ 2
Z �Δ

�1
dE nBCSðEÞPðEÞ; ð7Þ

Using the parameters determined previously (by fitting to
experimental data, see above), the two functions under the
integral in Eq. (7) are plotted in Fig. 5. Evaluating the integral
numerically yields γ/Δ= 4 × 10−4, while the experimental fit in
Fig. 8 provides γ/Δ= 3 × 10−3. Taking the phenomenological
character of the theory used to obtain the environmental P(E)

Fig. 8 Fitting the experimental I(V) spectrum of the superconducting gap
with the modified routine. a Fit of the I(V) curve from Fig. 6b, achieved
with the modified fitting routine (cf. text). b Differential conductance dI/dV
spectrum corresponding to the I(V) curve of a, plotted on a logarithmic
scale to expose the quality of the fit in the low conductance regime. The red
curve is generated with the same parameter set as in a. The blue curve is
the fit from Fig. 6a. Quasiparticle peak feature plotted on a linear scale
(inset).
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function, this result supports the idea of Pekola et al.41 that the γ
of the Dynes fit reflects the strength of photon-assisted tunneling.
More explicit confirmation needs further experiments to measure
the superconducting gap while systematically varying Tenv.

In conclusion, our temperature-dependent STS data acquired
with the Al/vacuum/Al(100) Josephson junction between 30 and
600 mK demonstrated no appreciable thermal broadening effects.
We propose that this occurs due to the difference between the
temperature Tenv of the environment and the junction tempera-
ture TT,S with Tenv≫ TT,S. Fitting the Josephson STS data, we
obtained the P(E) function that characterizes the probability of
the energy exchange between the environment and the junction.
According to the fit, the temperature of the junction’s environ-
ment is Tenv= 1.5 K, substantially higher than the temperature of
the ADR cryostat in which we performed the measurement.

Although our data provide a qualitatively clear picture of a cold
STM junction embedded in a hot environment, the obtained
value of Tenv needs to be treated with caution, due to the
phenomenological character of the approach to calculating the
P(E) function and the crudeness with which we evaluated the
junction capacitance C.

Using the tunneling spectrum of the superconducting gap
measured with a normal-metal tip on the Al(100) surface, we
have demonstrated the potential fallibility of the usual dI/dV
fitting, which does not pay sufficient attention to the range of data
found below the quasiparticle peaks. We showed that minimizing
the relative deviation helps achieving a much better fit of the
spectral range below the quasiparticle peaks, albeit at the expense
of the fit quality of the quasiparticle peaks. However, as we
argued, the quasiparticle peaks may be subject to additional non-
intrinsic and energy-dependent broadening mechanisms. There-
fore, their accurate fitting may not be necessary for determining
the intrinsic parameters such as the junction’s temperature and
the Dynes γ. Using a modified fitting routine, we found that at
TADR= 44 mK the Fermi-Dirac distribution temperature in the
tip was TT= 77 mK and γ= 0.5 μeV or γ/Δ= 0.003.

We also proposed a new way of determining the temperature
of the STM junction by analyzing the temperature scaling of the
zero-bias conductance GV=0(T) only. Using this approach, we
reconstructed TT by mapping out its deviation Tshift from the
cryostat temperature TADR. Our data showed that Tshift ≈ 45 mK
for T < 600 mK. According to this method, the lowest TT that we
can currently achieve in our setup is 26 mK+ 45 mK= 71 mK.

Finally, our data suggest that the value of the Dynes parameter
γ obtained from fitting the superconducting gap, in agreement
with the proposal of Pekkola et al.41,44, reflects the strength of the
photon-assisted tunneling caused by the radiation arriving at the
STM junction from the hotter stages of the cryostat. This finding
emphasizes the importance of good radiation shielding and
possibly low-temperature high-frequency filtering in the design of
a mK STM.

Methods
Experimental setup. We performed the experiments in a mK STM, the details and
performance of which were reported recently12. Thus, we only briefly list its
essential characteristics here. The STM head is thermally well-anchored to a base
plate of an adiabatic demagnetization refrigerator (ADR) that resides inside a UHV
chamber. The ADR reaches a minimum temperature of 26 mK, measured by a
calibrated ruthenium oxide sensor positioned on the base plate of the ADR right
next to the STM head. We refer to the temperature reading of that thermometer as
TADR. ADR enables STM/STS experiments at varying TADR spanning the range
between 30 mK and 1–2 K. STM/STS can be performed in the presence of a

Fig. 9 Dependence of the experimental differential conductance dI/dV and I(V) spectra of the normal-metal superconductor tunneling junction on the
cryostat temperature TADR. a dI/dV spectra. b I(V) spectra. The data were measured in a fully automatic mode, taking a spectrum every 30min during
approximately 48 h. The noise visible in the dI/dV data comes from the few curves that were affected by small instabilities of the junction, caused by rapid
pressure variations in the helium exhaust line.

Fig. 10 Dependence of the zero-bias conductance GV=0 of the normal-
metal superconductor tunneling junction on the cryostat temperature
TADR. a Thermal dependence of the zero-bias conductance GV=0 obtained
from the experiment (gray dots) and simulated (red line). The black dots
are the same data but shifted rigidly by 45 mK to higher temperatures. b A
temperature-dependent shift necessary for matching the experimental and
simulated values of GV=0 shown in a. Red horizontal line marks the value
Tshift= 45 mK.
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magnetic field of up to 8 T applied in the direction perpendicular to the sample
surface. To reduce the high-frequency noise in the junction we use Pi-filters on the
bias and all five high-voltage piezo lines.

Scanning tunneling spectroscopy (STS). The STS data discussed here were
acquired on the clean surface of an Al(100) single crystal clamped to a custom-
made flag-type sample holder. The sample holder body was fabricated from
tungsten, while the clamping comprised a molybdenum foil and a set of molyb-
denum screws fixing the foil to the sample holder body. Due to the super-
conductivity of molybdenum, we made sure that the foil contained no closed holes
to prevent flux trapping at low temperatures. The sample surface was prepared in
UHV by repeated cycles of Ar+ ion sputtering and subsequent annealing at 400 °C.
We used low-energy electron diffraction (LEED) and Auger electron spectroscopy
(AES) to verify the surface quality.

The Al(100) sample was superconducting during all of the STS measurements
reported here. Interestingly, we could only observe the superconductivity by
applying a compensating B field of 8–10 mT to the sample magnet. We speculate
that the compensation field was necessary to neutralize the effect of the magnetic
flux caught by one of the superconducting coils during the ADR run12.

The superconductivity in the sample always appeared abruptly upon ramping up
the compensating B field. Moreover, the tunneling spectrum of the superconducting
gap did not change when the compensating sample B field was further varied. Instead,
it disappeared and reappeared erratically. We rationalize this behavior by assuming
that our sample was mainly in an intermediate state characterized by an ordered
structure of macroscopically large superconducting domains separated by normal-
metal areas24. In such a state, slight variations of the sample B field can cause
rearrangements of the domain structure, which, in turn, produce abrupt changes in
the type of the domain (superconducting vs. normal) faced by the tip.

The Josephson junction STS data were measured at 30 mK ≤ TADR ≤ 600 mK
with a compensating field of 8 mT kept throughout the measurement series. For
the measurement, the PtIr tip was made superconducting by indenting it gently
into the Al(100) surface until the Josephson conductance peak at zero bias (see
Fig. 3) appeared in the conductance spectra. The series of spectra featuring the
superconducting gap of the Al(100) surface (Fig. 9) was acquired with a clean PtIr
tip at 40 mK ≤ TADR ≤ 1.2 K. The lower temperature data were collected with the
compensating field of 8 mT. At TADR ≈ 460 mK, the sample superconductivity
disappeared abruptly, and we regained it by tuning the compensating field to 10
mT, the value at which all higher temperature data were then collected.

STS was performed using the internal lock-in of the Nanonis software. The
parameters of the lock-in were: modulation frequency 187.7 Hz, modulation
amplitude 2 μV for the Josephson (Fig. 3) and 4 μV for the superconducting gap
spectroscopy (Fig. 9). The tunneling current was measured using a fixed gain (1010)
amplifier from NF Corporation12. All experimental data are displayed as raw data
without any additional postprocessing. Each presented STS curve is a single-sweep
spectrum acquired in less than 220 s.

Fitting STS data with the P(E) theory. The P(E) theory, which was originally
developed for mesoscopic tunneling junctions20, derives the P(E) function from the
junction’s equilibrium phase-phase correlation function JðtÞ � h½~ϕðtÞ � ~ϕð0Þ�~ϕðtÞi,

PðEÞ ¼ 1
2π_

Z 1

�1
dt exp JðtÞ þ i

_
Et

� �
: ð8Þ

According to the Wiener–Khinchin theorem (see Appendix of Clerk et al.45),
P(E) is a noise power spectral density of the junction’s charge shift operator
expð�i~ϕÞ, where the phase ~ϕðtÞ is defined as

~ϕðtÞ ¼ e
_

Z t

�1
dt0Uðt0Þ � Vt

� 	
; ð9Þ

with U=Q/C being the momentary voltage across the junction with capacitance C
charged by Q, and V is the constant voltage applied by an external source
considered to be ideal.

In their pioneering attempt to apply the P(E) theory to the STM, Ast and
coworkers extended the theory by pointing out that the fluctuations of the phase
seen by the STM junction split into two contributions26: J(t)= J0(t)+ JN(t).
According to the fluctuation-dissipation theorem, J0(t) is related to the imaginary
part of the response function χ(ω)= (e/ℏ)2Zt(ω)/iω, where Zt(ω) is the total
impedance of the circuit consisting of the the junction capacitance C and the
environmental impedance Z(ω), via20

J0ðtÞ ¼ 2
R1
0

dω
ω

Re½ZtðωÞ�
RK

´

coth 1
2
_ω
kBT

� �
½cosðωtÞ � 1� � i sinðωtÞ

h i
:

ð10Þ

The newly introduced term JN(t) determines thermal voltage noise on the
junction capacitor C. Splitting J(t) into the two contributions helps expressing the
P(E) function as a convolution of two parts

PðEÞ ¼
Z þ1

�1
dE0P0ðE � E0ÞPNðE0Þ; ð11Þ

where PN is related to JN(t) and takes a simple Gaussian form

PNðEÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πECkBT
p exp

�
� E2

4ECkBT

�
; ð12Þ

with EC= e2/2C being the charging energy of the STM junction capacitor C. Note
that for the Josephson current carried by Cooper pairs EC= (2e)2/2C.

According to Eqs. (10) and (12), both P0(E) and PN(E) depend on the
temperature of the junction environment Tenv32. Therefore, calculating P(E) and
using it in Eq. (5) for fitting the experimental I(V) characteristics of a Josephson
junction should yield Tenv.

While obtaining PN(E) is straightforward, the calculation of P0(E), according to
Eq. (10), becomes a task of finding Zt(ω). Currently, there are no well-established
schemes which allow doing this reliably for the case of an STM junction. Therefore,
we follow the procedure developed for mesoscopic tunneling junctions20,26. That
approach starts by representing the junction and its environment as a lumped-
element circuit with the tunneling junction shunted by a capacitance C and
connected to an ideal voltage source via an environmental impedance Z(ω). Then,
the expression for Zt(ω) can be written as20

ZtðωÞ ¼
1

iωC þ 1=ZðωÞ : ð13Þ
In the simplest case, Z(ω) only has a dissipative part that is independent of ω,

i.e., Z(ω)= Renv20,35,41,44. The value Renv determines the strength of coupling
between the junction and its environment, with Renv≪ RQ≡ h/e2 determining the
weak coupling regime in which most tunneling electrons leave the environmental
modes, except those close to ω= 0, undisturbed, the P(E) function is thus peaked at
E= 0, and the charge transferred through the junction is removed almost
instantaneously by the voltage source20. According to Eq. (5), fitting of the I(V)
curves measured with a Josephson junction then needs four fit parameters: C, Renv,
EJ, and Tenv.
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