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Phase separation of rotor mixtures without domain
coarsening driven by two-dimensional turbulence

Bhadra Hrishikesh® 2, Kyohei Takae!, Ethayaraja Mani? & Hajime Tanaka® "3

Unlike in thermodynamic systems, phase separation can occur without a thermodynamic
driving force in active systems. How phase separation of purely hydrodynamic origin pro-
ceeds is an intriguing physical question. To this end, we study the phase separation of a
binary mixture of oppositely rotating disks in a two-dimensional (2D) viscous fluid at an
athermal condition by hydrodynamic simulations, focusing on the inertia effect. At symmetric
and off-symmetric compositions, phase separation forms the oppositely flowing bands and a
circular rotating droplet in the disordered matrix phase. In both cases, phase separation
creates the largest structure directly from a chaotic state without gradual domain coarsening,
unlike in the thermodynamic and corresponding dry rotor mixtures. We show that this
unusual behaviour results from the nonlinear convective acceleration, i.e., the inverse cascade
phenomena characteristic of 2D turbulence. Our finding reveals nontrivial nonlinear hydro-
dynamic effects on the self-organisation of active/driven particles in a fluid.
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ver the past decade, there has been growing interest in

active and driven matter, which not only is an interesting

nonequilibrium dynamic system but also serves as a
bridge between biological and physical worlds:2. Active matter is
an assembly of active agents, each of which consumes energy to
move and thus is intrinsically in an out-of-equilibrium state. They
often exhibit systematic self-propulsion3. Examples of such sys-
tems in nature include, in the increasing order of size, bacteria%,
cells®, zooplanktons?®, insects’, birds, and fish shoals!. In many of
these examples, hydrodynamic interactions play a critical role in
collective behaviour3-10. However, studying complex systems
such as biological systems suffers from the drawback of having no
individual control over their elements and thus often requires
developing coarse-grained models theoretically. It is helpful to
investigate model systems with simple activity for elucidating the
physical essence of such unique out-of-equilibrium hydro-
dynamic states of active/driven matter.

Active motion can be classified into two fundamental types:
translation and rotation. For translational motion, it has recently
been found that active particles can phase separate even without
attractive interactions, which is now widely known as “motility-
induced phase separation” (see, e.g., Refs. 11-16). Very recently, a
new type of torque-based phase separation of polar self-propelled
particles has also been reported!”:18, For rotational motion, phase
separation was also found in mixtures of counter-rotating parti-
cles in dry!® and wet?9-23 environments. Such self-rotating par-
ticles can also be seen in many biological systems, including
spinning entities like bacterium Thiovulum majus®4, dancing
Volvox algae?>, sperm cell clusters?® and in synthetic experi-
mental systems?’~32. They produce interesting collective effects
regulated by purely hydrodynamic means. It was also shown that
a circular swimmer, in the limit of small radii of the trajectories,
exhibits similar behaviour to rotors33.

It is desirable to understand the roles of hydrodynamics and
inertia in such a collective coherent motion of self-rotating active
matter$9:21-23,25,26,29.34-45 " Two-body hydrodynamic interac-
tions between rotating disks at low Reynolds numbers have been
relatively well understood (see, e.g., Goto and Tanaka?! for
rotating disks and Fily et al20 for rotating spheres). However,
many-body interactions are highly complex, especially with
nonlinear convective acceleration?!. Lately, the importance of
inertia effects in the self-organisation of active or driven particles
has also been recognised and studied intensively*6->1. Further-
more, the turbulent nature of pattern evolution of active and
driven particles in a fluid has also attracted much
attention?”-2%31:3252-59 " known as “active turbulence”. For
example, it was shown by Linkmann et al.>8>° that there is a
transition between spatiotemporally chaotic and condensate
states for an effective one-fluid model of active turbulence.
Mesoscopic turbulence is also not necessarily identical. For bac-
terial turbulence, for example, the roles of excluded volume and
rotlet dipole have been investigated recently®. From the per-
spective of phase separation of active matter, how the inverse
energy cascade characteristic of two-dimensional (2D) turbulence
leads to the formation of a condensate state coupled with phase
separation of self-rotating particles is an intriguing open question.

To this end, we study the pattern evolution of mixtures of
clockwise (CW) and counter-clockwise (CCW) rotating disks
immersed in a 2D fluid, focusing on the turbulent nature. Here,
we note that we consider a noise-free, athermal system. We
investigate how the system self-organises under nonlinear many-
body hydrodynamic interactions as a function of the disk com-
position (i.e., composition symmetry) and rotation speed (i.e., the
Reynolds number). This problem of the self-organisation of self-
rotating particles in a 2D fluid is related to two fundamental
physical phenomena: 2D turbulence and phase separation.

From the viewpoint of 2D turbulence®'-9>, we discuss the
similarity and difference between our rotating disk model and
Onsager’s point vortex model®®7. Onsager considered volume-
less point vortices in an inviscid unbounded 2D fluid to under-
stand 2D turbulence. This model has gained a renewed interest
because quantum vortices formed in a Bose-Einstein
condensate®®-70 can be regarded as a realisation of Onsager’s
point vortex model since vortices are discrete with circulations
constrained to I' =+ h/m (h: Planck’s constant; m: the mass of a
superfluid particle). On the other hand, our disks have a finite size
and thus, the vortex should be regarded as a Rankine vortex
instead of a point vortex. Furthermore, the surrounding fluid is
viscous in our case, so the viscous dissipation cannot be neglected.
It is also worth stressing that we rotate disks by imposing a
constant torque individually, and fluctuations of the velocity field
are self-generated by hydrodynamic couplings between rotors.
Thus, our system’s time evolution can be regarded as the self-
organisation of Rankine vortices in a viscous fluid. We also
emphasise that this process is accompanied by the spatial inho-
mogenization of the energy injection and its chirality.

On the other hand, from the viewpoint of phase separation, it
was shown numerically!® and experimentally’! that oppositely-
rotating disks phase separate even without a thermodynamic
driving force, indicating its purely dynamic origin. Thus, an
interesting question is (i) how phase separation of a system where
only interparticle interactions are of hydrodynamic (or dynamic)
origin is different from the thermodynamic phase separation’?
and the corresponding driven system without hydrodynamic
interactions!®7! and (ii) how the nonlinear effect (convective
acceleration) affects phase-separation behaviour.

In the following, we show by numerical simulations that the
phase-separated dynamical state of an oppositely rotating disk
mixture has a rotating disordered or crystalline droplet mor-
phology for an off-symmetric composition (OSM), and an
oppositely flowing band structure for a nearly symmetric com-
position (SM). Strikingly, these large-scale patterns are formed
directly from the initial homogeneous chaotic state without
continuous domain coarsening. Comparing results with and
without the nonlinear convective acceleration term shows that
such peculiar phase-separation behaviours are exclusively due to
nonlinear turbulent effects. These behaviours cannot be inferred
straightforwardly from pair-level interactions between rotating
disks due to the intrinsically nonlinear, many-body nature of
hydrodynamic interactions. We discuss how nonlinear hydro-
dynamic interactions select such unique phase-separation paths
and dynamical states based on the knowledge of 2D turbulence.

Results and discussion

Numerical methods. Many-body problems in colloidal systems
induced by hydrodynamic interactions are often complex to solve
theoretically. Thus, numerical simulations are the most promising
approach to the problem. For this purpose, we can use the so-
called squirmer models®*3%40 or simpler methods that apply
torque to particles directly20:21:23.27.35,43,73-75 The former is for
modelling self-propelled particles, whereas the latter is for mod-
elling externally actuated particles, leading to different dynamic
behaviours’®77. For mixtures of counter-rotating particles, the
latter method has mainly been used. We also employ this method
due to its technical merit. Strictly speaking, particles driven by
externally applied forces should be called driven matter (or pas-
sive matter) rather than active matter, and their behaviours can
be very different (see, e.g., Fily et al.2% on the difference in the
Stokes regime). Nevertheless, a driven system is expected to help
understand how long-range, many-body hydrodynamic interac-
tions induce particle self-organisation.
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Fig. 1 Overall phase behaviours of mixtures of oppositely rotating disks. a State diagram of the mixtures having the total area fraction=0.157 as a
function of ® and Re. The colours of the symbols and regions correspond to the labelled physical states. b The particle configurations observed in the final
state of our simulations. Red and blue particles represent counter-clockwise (CCW) and clockwise(CW) rotating disks.

There are methods like Brownian dynamics, lattice Boltzmann,
and Stokesian dynamics, but they are subjected to theoretical
complexities (e.g., moving boundary problems), violation of the
incompressible condition, and/or low Re approximation. Here,
we adopt the Fluid Particle Dynamics (FPD) method?!78-81,
which is a model developed on the basis of physically transparent
assumptions and is theoretically simple. In this method, solid
colloidal particles are approximated by undeformable viscous
liquid particles whose inside viscosity #. is much higher than
solvent viscosity #,. This allows us to get rid of the solid-fluid
boundary condition and simulate the dynamical behaviours of
colloids in a solvent by directly solving the Navier-Stokes
equation (see Methods). This method can also incorporate
nonlinear hydrodynamic effects at high Re, which is critical in
this study. Note that our method includes both particle and fluid
inertia (see the Methods). Since our method directly solves the
flow field on the lattice under a periodic boundary condition, it
can treat long-range many-body hydrodynamic interactions
without complex treatments like the Ewald sum. Here we note
that a similar numerical simulation method directly solving the
Navier-Stokes equation was also developed by Hofler and
Schwarzer82. For the details of our method, its validity, and
analyses, see Methods and Refs. 21,7881,

The set-up of phase-separation simulations. Using the FPD
method, we study phase-separation kinetics of a mixture of
counter-clockwise (CCW) and clockwise (CW) rotating particles
driven by the same torque strength under a doubly periodic
boundary condition. The disks interact with hard-core-like steric
repulsions (see Methods for the detail) and hydrodynamic
interactions. All results in the main text are for the total particle
area fraction of 0.157, which is chosen because it was previously
verified for the corresponding one-component system that a re-
entrant phase behaviour is observed at this area fraction?!. For
our study, we vary the fraction of CCW particles, @, between 0
and 0.5. To characterise the angular speed of the particle, we
employ the particle-scale rotational Reynolds number, which is
widely used in the field of active matter: Re = pa’Q/7,, where p is
the density, a is the disk radius, Q is the disk’s angular frequency,
and 7, is the liquid viscosity. Since () is a reaction to the applied
torque and may depend on the environment of a rotor, we define
Re theoretically as Re = |a|/0.0064 (|a|: the rotational force
density) (see Methods on the details).

The range of the particle-scale Reynolds number we study is
O(1 — 10), which is a typical Re range for experiments with
magnetic rotors?” and camphor83. This range of the particle-scale
Reynolds number, Re, looks small, but the macroscopic-scale
Reynolds number can be much larger; for example, for Re=10.8,
if we estimate macroscopic-scale Re by using the characteristic
domain size and velocity of the final states in our simulations as
the relevant length and velocity, it is estimated as about 1000 (see
below).

Phase separation occurs under many-body hydrodynamic
interactions with nonlinearity. Nonlinearity gives rise to complex
interparticle interactions, which can be seen from even pair-level
interactions being not that simple (see Supplementary Fig. 1 for
the pair interactions between rotors). The hydrodynamic
nonlinearity generates the so-called Magnus force: The Magnus
force acting on a 2D disk rotating with angular velocity Q
(12| = Q) in infinite 2D fluid flowing with a uniform velocity v is
given by fy1 = 27pa2v ® 034, which depends on Re (Q). Thus, a
rotating disk with translational velocity is inevitably subjected to
the Magnus force.

State diagram of phase separation. First, we show a state dia-
gram as a function of ® and Re (Q) in Fig. 1a. Figure 1b shows
the final steady-state structures observed in our simulations at
various state points (O, Re). We can see two phase-separation
morphologies, droplet and stripe patterns, primarily depending
on @, i.e., the chiral symmetry, above the threshold Re (~1.4). For
low @ and Re > 2.4, the minority CCW rotors form a rotating
droplet cluster considerably denser than the matrix phase. As the
mixture’s symmetry increases to ® = 0.4 ~ 0.5 (SM) for Re > 2.4,
the system forms two phase-separated bands, whose interfaces
flow oppositely with undulation fluctuations. The two bands have
the same particle density; thus, the particle density remains
uniform throughout the system. See Supplementary Notes 2A-C
and Supplementary Figs. 2-3 on the essential characteristics of
phase separation. Unlike thermodynamic phase separation, we
emphasise that the two phases are always composed of almost
pure components.

We can see phase separation for Re > 2.4, but not at Re=0.3
(see Fig. 1b). Thus, the border between the mixed and demixed
states may be located around Re = 1. However, the precise
location of the mixing-demixing border and the mixing-demixing
hysteresis behaviour is obscured by the limitation of our
simulation time (see Supplementary Note 3 and Supplementary
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Fig. 2 Temporal change of the particle distribution, velocity-field magnitude, and streamline. a Disk distribution (top row) and local velocity magnitude
and streamlines (bottom row) for an off-symmetric composition (OSM) (@ = 0.3, Re = 10.8). Red and blue particles are counter-clockwise (CCW) and
clockwise(CW) rotating disks. b The same as a for a symmetric composition (SM) (® = 0.5, Re = 10.8). The colour bars show the velocity magnitude.

Fig. 4 for the border and Supplementary Note 4 and
Supplementary Fig. 5 for the hysteresis). We can robustly reach
the final steady state within the reasonable computational time
for Re>2.4, but cannot for Re<1.4 due to extremely slow
dynamics.

Finally, we note that our system’s total particle area fraction
(0.157) is lower than 0.2. According to Yeo et al22, no phase
separation should be observed in the linear Stokes regime at this
volume fraction. Thus, the above demixing behaviours are
expected to originate from nonlinear hydrodynamic effects, as
confirmed by different methods later.

Phase-separation dynamics. First, we summarise the observed
phase-separation dynamics (see Supplementary Note 2 and
Supplementary Figs. 2-3 for the details). The examples of phase-
separation processes can be seen in Supplementary Movies 1 and
2 for OSM and in Supplementary Movie 3 for SM. The energy
injected by applied torque is transferred to the translational
degrees of freedom via long-range hydrodynamic interactions?2,
leading to vigorous motions of rotors (see Supplementary
Movies 1-3). Figure 2a and b show the phase-separation pro-
cesses for ® = 0.3 and 0.5, respectively. We cannot see any clear
indication of phase separation in the particle distribution until
t=10000 for both OSM and SM, although the flow field gradu-
ally self-organises even before this time but in a chaotic manner.

For OSM (® =0.1~0.3), as Re increases, the homogeneous
state with composition fluctuations first transforms to a phase-
separated state, where a rotating fluid droplet of CCW (red)
particles exists in the matrix of CW (blue) particles with little
difference in the particle volume fraction between them (see

Supplementary Movie 1). After some incubation time (between
t=10,000 and 20,000), the rotating disordered fluid droplet
further transforms through condensation into a rotating droplet
with a much higher density (see Supplementary Note 2C and
Supplementary Fig. 3d), generating the hexatic order in the
droplet due to packing effects (see Fig. 2a and Supplementary
Movie 2). Thus, this second transition involves the minority
droplet phase’s condensation by squeezing out the fluid between
the rotors in the disordered fluid droplet initially formed. The
particle density and the degree of order of the rotating droplet
further increases between t=20000 and ¢=50000. In this
process, the liquid droplet with a rough (i.e., broad) temporally
fluctuating interface transforms into the denser crystalline droplet
with a much smoother (i.e., sharper) circular interface. This
incubation time to form the rotating crystal state becomes shorter
and shorter with increasing Re. We can also see that the
sharpening of the interface is accompanied by a steep increase in
the droplet interface velocity (see the bottom row of Fig. 2a).

For SM, as Re increases, the homogeneous state with
composition fluctuations transforms into a phase-separated state
(see Supplementary Movie 3). In Fig. 2b, phase separation into
two (CCW and CW) bands can be seen around ¢ = 10000, and
then the velocity field pattern further develops with time. We also
note that the banded structure is formed along either x- or y-
direction under the boundary condition. The band’s interfaces
fluctuate with time, and their undulation fluctuations are always
accompanied by a giant vortex. The formation of the two phase-
separated bands is accompanied by a steep increase in the flow
velocities in the interfaces between the two bands (see the bottom
row of Fig. 2b).
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Fig. 3 Characteristics of phase-separated final states at t = 50000.
Streamlines (a) and Magnus forces (b) for an off-symmetric composition
(OSM) (® = 0.3, Re = 10.8). Streamlines (c) and Magnus forces (d) for a
symmetric composition (SM) (@ = 0.5, Re = 10.8). The big arrows in a and
c show the flow directions. We show the iso-velocity lines together with
flow vector fields in a and ¢. The colour bars in b and d show the Magnus
force's magnitude, and the arrow shows its direction and magnitude. See
Fig. 2a and b at t = 50000 for the corresponding particle distributions and
the velocity fields.

Characteristics of the phase-separated final steady state. Now
we focus on the dynamic characteristics of the final phase-
separated states shown in Fig. 2a (for OSM) and b (for SM) at
t =50000. We show the streamlines and velocity vector fields in
Fig. 3a and ¢ for OSM and SM, respectively (see also Supple-
mentary Movies 4 and 5, respectively). This velocity field shows
the fluid flow formed due to the hydrodynamic self-organisation
of vortices generated by the torque-induced rotation of individual
particles.

The flow fields shown in Fig. 2 for ¢ < 5000 are chaotic in
nature, reminiscent of 2D turbulence (see also Supplementary
Movies 4 and 5). Although the particle-scale Re is relatively small,
the macroscopic-scale Reynolds number characterised by the
velocity and the domain size (the droplet size for OSM and the
bandwidth for SM) steeply increases with time: For example, at
Re = 10.8 (see Fig. 2), the macroscopic-scale Re in the final state
reaches about 900 and 1100 for OSM and SM, respectively, which
are large enough to induce the turbulent behaviours.

Comparing the composition field in Fig. 2 and the flow fields in
Fig. 3, we can immediately notice that the fluid velocity
magnitude v = |v| is maximum at the domain interface for both
OSM and SM. The interface becomes very sharp only when a
compact droplet with internal hexagonal order is formed, i.e.,
only for high-Re OSM. This is because a crystal-like droplet is
dense and rotates as a whole in the matrix. We can see that the
Magnus force, fir =2mpa’v ® Q, is strongest at the interface,
reflecting that the translational particle velocity v is maximum
there (see Fig. 3b).

Similarly, the strongest velocity field in SM is generated at the
interfaces flowing oppositely between the two phases. This
behaviour can be naturally explained by the fact that rotors with
opposite chiralities tend to move in the same direction (see
Supplementary Fig. 1b). In this case, the interface is intrinsically
unstable and dynamically fluctuates for the following reasons.
Since the rotational directions of disks in the two coexisting bands
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Fig. 4 Temporal evolution of the radial distribution function g(r) and the
structure factor S(k). Here we distinguish the rotational direction of disk
rotation for S(k), whereas we do not distinguish it for g(r). a, b The time
t-dependences of g(r) for an off-symmetric composition (OSM) (® =0.3,
Re=10.8) and a symmetric composition (SM) (® = 0.5, Re = 10.8),
respectively. ¢, d The t-dependences of S(k) for OSM (® = 0.3, Re = 10.8)
and SM (® = 0.5, Re = 10.8), respectively. The peculiar shape of S(k)
around k ~ 1 reflects the form factor of a disk.

are opposite, the Magnus forces acting on particles on the two
sides of the interface act in opposite directions (see Fig. 3d). These
opposing forces are balanced on an average throughout the
interface but not locally, causing the interface fluctuations. A
remaining problem for future investigation is to elucidate what
determines the interface thickness.

We can also see well-developed vortices linked to the
undulation of flow bands (see Fig. 3c), which is robustly observed
in every run of simulations of SM with band formation. It is a
natural consequence of bands being sandwiched by the interfaces
rapidly flowing in opposite directions. This situation is reminis-
cent of Jupiter’s zonal alternating flow bands and Great Red
Spot®: The vortex (i.e., Great Red Spot) is trapped between bands
flowing in opposite directions and is thought to be unable to
move perpendicular to the zonal flow (north-south direction) and
thus stable. There should undoubtedly be differences®¢, but
interestingly, some similarities may exist.

Absence of gradual domain coarsening. In ordinary phase
separation’? and the corresponding dry rotor mixture!®71,
domains increase their size gradually with time, known as domain
coarsening. However, the phase-separation behaviour of counter-
rotating disk mixtures described above fundamentally differs
from these two cases. The phase-separated structures are formed
without gradual domain coarsening, whose process is accom-
panied by the self-organisation of flow towards the largest-scale
coherent structures after the initial fluctuation period (see Fig. 2).
We note that this feature is independent of the system size since
the inverse cascade robustly leads to the maximum-size con-
densate directly without accompanying domain coarsening, as
will be discussed later.

To characterise the structural evolution in the phase-separation
process, we show the temporal evolution of the radial distribution
functions g(r) for particle distributions without distinguishing the
rotational direction (see Fig. 4a and b) and the structure factors
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Fig. 5 Temporal evolution of the structure factor of velocity magnitude
S, (k). a For an off-symmetric composition (OSM) (® = 0.3, Re =10.8)
with the nonlinear term. b For a symmetric composition (SM) (® = 0.5,
Re =10.8) with the nonlinear term.

S(k) (see Fig. 4c and d) for particle distributions while
distinguishing the rotational direction (see Materials and
Methods for the definition of S(k)).

For OSM, g(r) is initially feature-less but shows the sudden
emergence of the oscillatory decay in g(r) around t= 15,000,
reflecting the crystal-like order formation in the droplet (see
Fig. 4a). S(k) also exhibits the increase in the low-k part around
t = 15,000, reflecting the sudden formation of a dense droplet (see
Fig. 4c). The absence of the peak at a finite k and its temporal
shift toward lower k indicate the absence of domain coarsening.

For SM, we see little temporal change in g(r) (see Fig. 4b) since
(i) particles are almost homogeneously distributed in space even
for the final steady-state (see Fig. 2b) and (ii) we do not
distinguish the rotational directions in the calculation of g(r). On
the other hand, S(k) shows the temporal increase in the low-k
region (Fig. 4d) but without a peak at a finite k, reflecting the
system-size phase separation into two bands. These results clearly
indicate no gradual domain coarsening during phase separation
in the presence of the nonlinear term, unlike ordinary phase
separation.

We note that these pattern formations accompany the self-
organisation of flow, which can be confirmed by the temporal
evolution of the structure factors of velocity magnitude S,(k)
(compare Fig. 4c and d with Fig. 5a and b). The S,(k) peaks at a
finite k for SM, reflecting the velocity magnitude modulation
along the y axis after the band formation, whose characteristic k is
twice the smallest k of the system (see Fig. 2b).

Origin of phase separation without domain coarsening. Now,
we show that the peculiar phase-separation behaviour without
domain coarsening described above is due to the inverse energy
cascade characteristic of 2D turbulence®-%4 in which the kinetic
energy is transferred from the small energy-injection scale to
larger scales.

We can see the importance of the turbulent nature by the
emergence of the universal -5/3 scaling law in the turbulent
energy spectrum E(k) (see Methods for the definition) in the final
steady states at low Re (Re=0.3), where phase separation does not
occur, as shown in Fig. 6a and b. We stress that this scaling is
observed only when a condensate state is not formed. When a
system-spanning condensate is formed by phase separation, we
can no longer see such a scaling due to the formation of large-
scale coherent flow structures®”. The system-spanning flow
structures formed at Re>1.4 produce low k upturns in the energy
spectra (see Fig. 6a and b) and the structure factors (see Fig. 6¢
and d).

Next, we show in Fig. 7a and b how the energy spectrum E(k)
develops with time for off-symmetric and symmetric cases at
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Fig. 6 Re-dependence on the final energy spectrum E(k) and structure
factor S(k). a, b The k-dependence of the kinetic energy E(k) for
off-symmetric (@) and symmetric (b) cases as a function of Re. For low Re,
where phase separation is not induced, we can see approximately the
—5/3 scaling law (see the dashed line) below the wavenumber
corresponding to the particle size, which is the characteristic size of our
system'’s energy input. The scaling law suggests the inverse cascade
characteristic of two-dimensional (2D) turbulence (see below). We stress
that this scaling is observed only before the formation of the condensate.
When the system-spanning condensate is formed by phase separation, we
can no longer see such a scaling due to the formation of large-scale
coherent flow structures8”: The low wavenumber upturn reflects the
macroscopic flow organisation accompanied by phase separation. We can
confirm it by looking at the corresponding low-wavenumber upturns of the
structure factor S(k) for asymmetric (€) and symmetric (d) cases. ¢, d The
k-dependence of the structure factor S(k) for asymmetric (¢) and
symmetric (d) cases as a function of Re. Here we distinguish the rotation
direction, as in Fig. 4 (see Materials and Methods).

Re=10.8. We can see E(k) ~ k=53 in the early stage before phase
separation occurs, but the shape of E(k) starts to deviate from the
power law in the late stage, reflecting the formation of coherent
flow fields and macroscopic phase-separated domains. Such a
crossover behaviour from the turbulent regime characterised by
E(k)~k—573 to the condensate state is typical of 2D
turbulence3”:88. The presence of the inverse energy cascade is
further evidenced by the negative energy flux IIg(k) (see Methods
for the definition)>$87, as shown in Fig. 7c and d, corresponding
to Fig. 7a and b respectively. We can clearly see the negative
energy flux below the energy injection wavenumber (ie., the
particle size wavenumber), indicating that the energy is
transported from a small to a large scale by the nonlinear
convective term, i.e., the inverse energy cascade.

This kinetic energy transfer occurs with the time scale of
momentum diffusion over the system size L, ie., L%/v (see
Supplementary Note 6 and Supplementary Fig. 7). Thus, the
kinetic energy spectrum in the form of E(k) ~ k=3 is already
established in this time scale. At this initial stage, local rotational
flow fields created by individual rotors are correlated spatially but
have yet to be self-organised. Later, with time, the flow field
becomes self-organised on a larger and larger scale. During this
process, the total kinetic energy keeps increasing since the spatial
coherence of flow fields generated by rotors gradually increases
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Fig. 7 The time evolution of the energy spectrum E(k) and the energy flux
TIg(k). a, b The time evolution of the k-dependence of the kinetic energy
E(k) for off-symmetric (@) and symmetric (b) cases at Re = 10.8. Different
colours of the curves and symbols correspond to different times. In the
early stage before phase separation, we can see approximately the —5/3
scaling law (see the dashed line) below the wavenumber corresponding to
the particle size, which is the characteristic size of our system'’s energy
input. The scaling law suggests the inverse cascade characteristic of two-
dimensional (2D) turbulence (see below). After phase separation is
induced, we cannot see such a scaling due to the formation of large-scale
flow structures8”: The low-wavenumber upturn reflects the macroscopic
flow organisation accompanied by phase separation. ¢, d The time evolution
of the k-dependence of the energy flux ITg(k) for asymmetric (¢) and
symmetric (d) cases at Re = 10.8. We can clearly see the negative energy
flux, the evidence of the inverse energy cascade for both asymmetric and
symmetric cases.

(see Fig. 8). Consequently, the largest-scale coherent vortex or
banded flow structure is eventually formed without a gradual
domain coarsening process. The macroscopic spatial flow
organisation also leads to the low-k upturn in the kinetic energy
spectrum of the final state. The kinetic energy reaches a plateau
when the final steady state is established (see Fig. 8).

We can also see the indication of the hexatic ordering
accompanying the condensation for OSM (see Supplementary
Note 2C and Supplementary Fig. 3d) from a sharp increase in the
total kinetic energy upon ordering (see Fig. 8a). For SM, on the
other hand, the kinetic energy gradually increases since the band
structure is formed by self-organisation of hydrodynamic flow
‘without condensation’ (see Fig. 8a).

It is interesting to note that even for particle-scale Re<1 (e.g.,
at Re=0.05), E(k) has the k—5/3~2 feature. As shown below, such
turbulent behaviour is absent if we ignore the nonlinear
convective acceleration term v -V v.

Demixing induced by nonlinear, many-body long-range
hydrodynamic interactions. Here, we consider how the inverse
cascade characteristic of 2D turbulence is induced in oppositely
rotating disk mixtures. The phase separation is intrinsically
dynamic since the energy is constantly injected into the system
via the torques applied to the rotors. First, we briefly review
Onsager’s argument on the interaction among 2D point vortices
to gain an intuitive picture of this complex nonlinear problem. He
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Fig. 8 Time evolution of the kinetic energy of the system. a Temporal
change of the total kinetic energy for off-symmetric (® =0.3) and
symmetric (& = 0.5) cases at Re=10.8. The steep increase in ®=0.3 is
associated with droplet compaction accompanying hexatic ordering. b Re-
dependence for the time at which the kinetic energy reaches half its final
value, 715, for ® =0.3 and 0.5. The dashed curves are guides to the eye.

considered a system composed of a finite number of 2D ‘point’
vortices (composed of an equal number of CW and CCW vor-
tices) in an ‘inviscid’ fluid (i.e., no dissipation). He derived a
potential energy function describing the gas of point vortices
interacting with the other vortices. Then, he showed that under a
finite phase volume constraint, the system’s entropy, S, initially
increases but decreases eventually with increasing the input
energy E . In other words, above some energy input E , the
quantity dS/dEy,, which is formally equal to the inverse of the
temperature T, may become negative. In such a situation, vortices
with the same sign cluster together, and vortices with opposite
signs repel.

The original Onsager’s point vortex model was introduced for
an unbounded, infinite system. However, it was shown that the
model also works for various geometries, including doubly
periodic boundaries®. The final state consisting of two isolated
CCW and CW vortices clusters, a dipolar situation, was also
recently directly observed experimentally for a driven BEC
fluid”%%0. Our system is under a doubly periodic condition, which
imposes zero-mean vorticity. A dipolar situation has also been
observed in our system when the total area fraction of disks is
small (see Supplementary Fig. 6).

However, the situation is entirely different for the higher total
area fraction, as shown in Fig. 1b. There is no change in the local
density for SM, and the two types of particles phase-separate to
form an alternatively flowing band structure. Only the minority
particles form a droplet-like condensate when the composition
symmetry is broken. The majority of particles are dispersed in a
spatiotemporally chaotic state. The crucial difference between the
point-vortex and our rotating disk systems primarily originates
from the absence and presence of the Magnus force, respectively,
as discussed below. The above observation of a dipolar situation
for SM at a low total area fraction may imply that the low total
area fraction can be approximated by Onsager’s point-vortex
model at least qualitatively, which is the limit of the total area
fraction — 0. However, due to the Magnus force and viscous
dissipation, such dipolar condensation does not occur for a high
area fraction.

Now, we consider the turbulent phase demixing in our rotating
disk mixtures intuitively. First, we should note that the
macroscopic-scale Re increases with time, even for small
particle-scale Re, due to the self-organisation of the flow field.
Thus, the final macroscopic-scale Re determined by the space-
spanning phase-separated structure is much larger than the
particle-scale Re and large enough to induce turbulence. Then, it
is natural to consider that the self-organisation of flow to form a
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Fig. 9 Phase separation without the nonlinear convective term. a Temporal evolution of the phase-separation pattern at ® = 0.5 and Re=10.8 (see also
Supplementary Movie 6).Red and blue particles represent counter-clockwise (CCW) and clockwise(CW) rotating disks. b Streamline patterns and the
spatial distribution of the velocity magnitudes corresponding to the images in a. The colour bars show the velocity magnitude.

large-scale vortex for OSM or flow band structure for SM is a
consequence of the inverse energy cascade. Many-body nonlinear
hydrodynamic interactions make the motion of rotating disks
chaotic in the early stage. However, they create large-scale
coherent flow in the late stage through the inverse energy cascade
mechanism that transports the kinetic energy from the energy
injection to system-size wavenumbers. Thus, phase separation
proceeds while enhancing flow coherency (see Fig. 3a and ¢), i.e,,
the local uniformity of flow besides enstrophy fluctuations. We
can confirm this by the temporal increase of the total kinetic
energy during phase separation under the constant energy input,
as shown in Fig. 8a. Thus, we can view phase separation as the
dynamic process of enhancing the spatial coherence of fluid flows
produced by the torques imposed on individual rotors.

We also note that the characteristic time of the kinetic-energy
increase, Ty, which is the time when the kinetic energy reaches
half of its final value, steeply increases with decreasing Re towards
a non-zero threshold value separating mixing and demixing states
(see Fig. 8b). This again shows the importance of the inverse
energy cascade in the phase separation of our system.

Next, we consider the roles of the Magnus force and steric
repulsive force arising from the finite size of disks, both of which
are absent for a rotating point object (a=0). For example, a
system composed of only disks rotating in the same direction self-
organises into a densely packed droplet at a low volume
fraction?l. However, a further increase in Re destabilises the
condensed droplet state and transforms it into a space-spanning
hexatic-order state. It is because the repulsive Magnus force
between like-sign rotors of nonlinear origin eventually wins over
the hydrodynamic attractions above a specific Re (see below).
Thus, the Magnus effect induces repulsive interactions among
rotors with the same chirality when Re and the total area fraction
are large enough (see Fig. 7 of Ref. 21). This situation is markedly
different from Onsager’s point vortex model, in which interac-
tions among point vortices with the same chirality are attractive.

Now, we consider an interesting fundamental question of
under which conditions like-sign rotors do not form a condensate
(as seen in the majority phase of OSM and both phases of SM).
For OSM, phase separation accompanies the condensation of the
minority phase but is eventually stopped when the minority
droplet can no longer decrease its volume due to steric repulsion.

However, this is not necessarily the case for a low particle
fraction, as mentioned above. For example, when the total area
fraction is small enough, a mixture forms a dipolar configuration
composed of two oppositely rotating condensed droplets (see
Supplementary Note 5 and Supplementary Fig. 6).

On the other hand, for SM at high ®, phase separation does
not involve condensation due to the repulsive Magnus force
between like-sign rotors under the nearly symmetric composition.
When the area fraction of disks is high enough, the Magnus force
induces repulsive interactions between rotors?l. However, unlike
a system composed of only rotors of the same sign, the turbulent
dynamic fluctuations prevent the formation of stable hexatic
order, resulting in a dynamically disordered structure.

Finally, we qualitatively consider what determines the SM-
OSM boundary. When the composition (chirality) asymmetry
increases, the difference in the expansion pressure produced by
the repulsive Magnus force between the two phases becomes
more significant, eventually leading to the compaction of the
minority phase. It indicates that a specific asymmetry level of ®
and the resulting imbalance in the interparticle hydrodynamic
interactions are necessary for destabilising band structures. As
shown in Fig. 1a, the band structure can be formed for the more
asymmetric composition at higher Re, which might be due to the
stronger repulsion among the same type of rotors. We need a
further detailed study to understand the Magnus force’s roles in
pattern formation.

A critical role of the nonlinear convective term in pattern
evolution. To confirm the turbulent nonlinear origin of the phase
separation without domain coarsening, we also study the beha-
viour with the term pdv/dt but without the nonlinear convective
acceleration term v-V v, although artificial and not physically
relevant. We show typical phase-separation behaviour for ® = 0.5
in Fig. 9a. We can see a distinct difference in the particle dis-
tribution and flow time evolution from the corresponding SM
case with the nonlinear convective term (see Fig. 2b). The system
phase separates into droplets made of CCW and those made of
CW, and their sizes keep growing until the finite-size effect comes
into play. The hexatic order emerges around ¢ = 1000 for both
CW and CCW droplets. The streamline patterns and the spatial
distribution of the velocity magnitude are also shown in Fig. 9b,

8 COMMUNICATIONS PHYSICS | (2022)5:337 | https://doi.org/10.1038/s42005-022-01116-6 | www.nature.com/commsphys


www.nature.com/commsphys

COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-022-01116-6

ARTICLE

a 2 T I T T b 20 T T T T
H ®=0.3,Re=10.8 — 18 H ©=0.5,Re=10.8 ]
16 H t s 16 H t -
H 1000 —— | 14 H 1888 —
12 H 10000 — 12 H 10000 —— |
S 15000 = 15000
S 1 20000 ] 10 H 20000 =
8 H 50000 —— 8 L 50000 —— ]
- — 6 - —
4 H - 4 H .
N e 211l \ .
0 50 100 150 200 250 d 0 50 100 150 200 250
r r
c 102 - 102 -
©=0.3,Re=10.8 g ®=0.5Re=10.8
10° | ‘ 10° R
2L . -2
€10 g']O
(2 (21
10 | londs
-6 | -6 |
107 [ & 1071 %%
9000 —w— 9000 —w—
-8 10000 —H— . -8 10000 —— ,
0.01 0.1 1 0.01 0.1 1
k k

Fig. 10 Analyses of structural evolution without the nonlinear convective
term. Here we do not distinguish the rotational direction of disks for g(r),
whereas we distinguish it for S(k), as before. a, b The t-dependences of g(r)
for an off-symmetric composition (OSM) (® = 0.3, Re=10.8) and a
symmetric composition (SM) (® = 0.5, Re = 10.8), respectively. ¢, d The t-
dependences of S(k) for OSM (® = 0.3, Re = 10.8) and SM (® =0.5, Re =
10.8), respectively.

where we can see two types of counter-rotating vortices in the
final steady state. Unlike the corresponding patterns for simula-
tions with the nonlinear convective term (see Fig. 2b), the
streamlines are very smooth from the initial to the final stage, and
there are few fluctuations in the velocity distribution. For oft-
symmetric compositions, the final sizes of CCW and CW droplets
are different, reflecting the ratio between the total amounts of the
two types of particles. Besides this difference, the basic behaviours
are the same as in the symmetric case.

We can see the gradual domain coarsening during phase
separation in the temporal changes in g(r) and S(k) in Fig. 10,
unlike the case with the nonlinear convective term (see Fig 4).
From the peak wavenumber of S(k) in Fig. 10c and d, we also
measured the temporal change in the average droplet size R as a
function of time t and found that R ~ /2. We confirm that the
elementary growth process is due to collision and coalescence
between the same-chirality droplets (see Supplementary Movie 6).
However, since these simulations at large Re without the
nonlinear convective term may not have physical relevance, we
do not discuss the phase-separation behaviour in detail.

For large Re in the absence of the nonlinear convective term,
we have confirmed that a pair of rotors with the same chirality
attract, whereas those with the opposite chirality repel each other
(see Supplementary Note 7 and Supplementary Figs. 8 and 9).
This pair-level interaction can straightforwardly explain the
phase-separation behaviour in Fig. 9: Particles with the same
chirality gather and form rotating droplets while preserving the
chirality, whereas droplets with different chirality repel each
other. Thus, the droplet coarsening proceeds sequentially by
collision and coalescence of droplets with the same chirality. The
nonlinear convection term and the resulting inverse cascade
mechanism entirely change the character of phase separation
from with to without domain coarsening.

Since the nonlinear convective acceleration is critical for the
inverse cascade in 2D turbulence, the above results, together with

the negative energy flux IIg(k) (see Fig. 7c and d), strongly
support that the phase separation without gradual domain
coarsening is a consequence of the inverse energy cascade
characteristic of 2D turbulence, even though particle-level Re is
moderate (Re = O(1 ~ 10)).

Finally, we note that the pattern evolution depends on the
system size determining the lowest wavenumber since the inverse
cascade transfers energy towards the lowest wavenumber limited
by the system size. (see Supplementary Note 8 and Supplemen-
tary Fig. 10). This finite-size effect is an interesting issue for future
investigation.

Conclusion

A dilute system of binary mixtures of oppositely rotating disks in
2D fluid demixes due to interparticle nonlinear hydrodynamic
interactions,. For an off-symmetric mixture, a rotating cluster
droplet of the minority phase is first formed as a transient state
and then transformed into a rotating crystalline droplet accom-
panied by its condensation. In contrast, a phase-separated
structure with band-like morphology is formed for a nearly
symmetric mixture. Both cases have no gradual domain coar-
sening process, and system-size phase-separated structures are
directly formed from the mixed initial homogeneous state
through a chaotic state. This unique phase-separation behaviour,
i.e., the absence of domain coarsening, comes from the peculiar
long-range nonlinear nature of hydrodynamic interactions in a
2D fluid, i.e., the inverse cascade in 2D turbulence. It makes the
phase-separation behaviour of our system intrinsically different
from the thermodynamic and corresponding dry disk mixtures.

The phase separation behaviour is partly controlled by the
effective attraction between disks rotating in the same direction
and repulsion between those rotating in the opposite directions,
similar to the interaction of point vortices, induced by nonlinear
hydrodynamic interactions. However, a critical difference from
the point vortices’ collective behaviour arises from the finite size
of disks leading to the Magnus force and steric repulsion.

In the thermodynamic phase separation of passive systems, the
ordering process proceeds in such a way that the free energy is
reduced. Consequently, a late-stage coarsening occurs in order to
lower the interface energy. In this case, the dissipation is closely
related to the interface reduction. This is also true for dry active
rotor mixtures'® and the corresponding model system®!, where
the dissipation is related to interface reduction due to the short-
range nature of the interaction between rotors. On the other
hand, in our system, the formation of phase-separated structures
is a consequence of the kinetic energy transport from a small to a
large scale via the inverse cascade, dissipating energy through
enstrophy dissipation. Thus, our study reveals that dissipation
plays an essential role in these three types of orderings, but its role
is essentially different from each other.

Our study would shed fresh light on complex out-of-
equilibrium pattern formation in the driven/active matter under
the influence of long-range many-body hydrodynamic interac-
tions with nonlinearity. It also provides deep insight into the 2D
turbulence of finite-size vortices. In our study, we use an exter-
nally driven system. Elucidating the difference and similarity
between driven and active systems in the nonlinear regime is an
interesting topic for future research.

Materials and Methods

Simulation method. The FPD method treats solid colloidal particles as unde-
formable viscous liquid particles whose inside viscosity is much higher than solvent
viscosity. A system of N particles whose centres of mass are located at r; (i=1~ N)
immersed in the viscous liquid is represented by a smooth viscosity profile as

N
n(r) = 1+ X (1 = n)yi(r), m
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where 7, is the solvent liquid viscosity and 7, is the viscosity of the particle. Here
the smooth particle field is given by

yi(r) = (1 + tanh[(a — |r — r;)/¢])/2, @

where a is the particle radius and £ is the interface thickness. Then, the equation of
motion to be solved is

p(%+v‘v>v:fu+fT—V~E, (3)
where p is the mass density, ¥(r) is the velocity field, and X = pI — (Vv + Vv) is
the internal stress of the fluid. The pressure p is determined to satisfy the
incompressibility condition V- v=0, and I is the unit tensor. Here fi;(r) is the
force density due to the interparticle interaction determined as

for) = =SN(w,(r)/A) Zjli,' oU(|r;|)/ory, where U(r) is the interparticle potential
(see below), rjj=r;—rj, and A= A; = [ dry(r) is the area of each particle. fr(r) is
the sum of the force density due to the torque applied on particle i:

fr(r) = X f1(r). Here, fi(r) = o;|r — r;]y,(r)e}, where a; is the rotational force
density applied to particle i («;>0 and < 0 imply counter-clockwise and clockwise
particle rotation, respectively), and e, is the unit angular vector perpendicular to
r — r; orienting to the counter-clockwise direction. The rotational force density
amplitude « is the same for all particles: |a;| = a. The torque acting on particle i, T,
is obtained as T' = a; [ dr |r — r,|y,(r)e) ® (r — r;). Thus, the torque strength
T=|T| is given by T=af dr|r — r,|2y,(r).

The activity of particle-based active/driven matter can be characterised by the
particle-scale Reynolds number Re=apQ/n,. Since Q is a reactive quantity to the
torque T and depends on each particle’s environment, we define Re by the
rotational force density « as follows. Since the torque strength should be equal to
the rotational frictional force for a rotating disk®2, we obtain T = 47n,a2; QAy,
where Ay is the correction factor due to the smooth interface and given by
Ar = ([ drlr — r)|2y(0)/([ drlr — r,|?yi(r)?) = 1.182 for our setting of y;(r). We
confirm the above T — Q relation by simulations and obtain the effective disk
radius aeg= 1.08a. Thus, we have the following relation between Re and « for our
system: Re = 0.0064/a. We use Re defined in this way as a control parameter.

In our FPD method, the particle rigidity is approximately expressed by
introducing the smooth viscosity profile, #(r). Thus, the approximation is better for
a larger viscosity ratio #./#, and a smaller &/a. By multiplying both sides of Eq. (3)
by y,(r) and then performing its spatial integration, we can straightforwardly
obtain an approximate equation of motion of particle i: M;dV,/dt = F; + K;, where
M;=pA=Mand V;= [ drvy;/A are the mass and the average velocity of particle i,
respectively. This equation of motion is approximate since V; is the integrated
velocity of the already updated grid velocity of particle i at t =t + At (not at time ¢).
On the right hand side, F; = [ dry(fy + fr) is the force arising from the
interparticle interaction and the torque, and K; = — [ dry,V -2 = — [ dSn; - =
is the force exerted by the fluid. Here we use the following approximate relation
[adrVy,-Qx=—f S,h[dS,- - Q for an arbitrary tensor Q(r), where S; is the surface
of particle i and #; is the unit outward normal vector to S;. In practical numerical
calculations, the on-lattice velocity field, v(r, t + At), is evaluated from the physical
quantities at time ¢ by Eq. (3). Then we move particle i off-lattice as a rigid body by
r(t + At) = ri(t) + AtVi(t + At), where At is the time increment of the numerical
integration. We note that our method preserves both translational and angular
momentum (see below). The periodic boundary condition also imposes a zero
mean vorticity.

In our simulation, the units of length £ and time 7 are related as 7= £2/(1,/p),
which sets both the scaled density and viscosity of the fluid region to unity. This 7
is the time required for the fluid momentum to diffuse over a lattice size €. The
units of stress and energy are & = p(£/7)* and & = /°, respectively. Furthermore,
we set 1./, = 50, At =0.0025, £ = 0.5, { = 0.5, and a = 6.4. This time step ensures
the numerical stability for the viscosity ratio #./5, employed. The simulation box
used typically was L? = 5122 We will use the same characters for the scaled
variables to avoid cumbersome expressions. We solve the equation of motion [Eq.
(3)] by the Marker-and-Cell (MAC) method with a staggered lattice under the
periodic boundary condition. The total number of particles is fixed to N =320
besides the system-size dependence and the area-fraction dependence studies.

Validity of the FPD method. Here, we briefly mention the validity of our FPD
method. For example, we confirmed that the FPD method reproduces the Stokes
drag’®. Although we study an athermal zero-temperature system in this study, we
mention that the FPD method combined with fluctuating hydrodynamics has
thermodynamic consistency®®8!. Thus, we have confirmed the translational and
rotational diffusion behaviours under thermal noise®0. We also showed through the
long-time tail analysis that our method satisfies the translational and rotational
momentum conservations®0. We also confirmed the validity of our method
through the direct comparison of colloidal phase separation between confocal
microscopy experiments and FPD simulations without arbitrary parameters®!.
Fujitani also mathematically proved that the FPD method, in the limit of the
infinite colloid viscosity and the infinitely thin interface, reproduces the known
results of the hydrodynamic motion of a sphere 3. In our method, the colloid-
solvent viscosity ratio #/nj, and the finite interfacial thickness & for a colloid with

radius a are introduced as approximations (see Methods). However, #./1, = 50 and
a/€ = 6 provide a reasonably good approximation for our purpose?!7.

Moreover, in our simulations of rotating disks, we apply the torque directly to
each particle; thus, the non-ideality coming from the finite colloid viscosity is
negligible. We have also confirmed that a single rotor has the characteristics of the
Rankin vortex (the increase of the velocity field in proportion to r inside and its 1/r
decay outside)?! and that the motion of rotating disk pairs reproduces the known
results20%% (see Supplementary Fig. 1). We also confirmed the linear relation
between the applied torque T and the rotation angular frequency Q of an FPD disk
with radius a: T = 47,a%; Q%2 with the effective radius a.q=1.08a%L.

Interparticle potentials. To mimic rotating hard disks, we employ the Weeks-
Chandler-Andersen (WCA) repulsive potential®*:

U(r) = 46{(0’/7’)12 —(o/P° + 1/4}for r < 20, otherwise U(r) = 0, where € gives
the energy scale, and 0= 2a represents the particle size.

Analyses. We measured sixfold hexatic bond orientational order parameter to

66,

. i 1 .
characterise local structural order: g = | LY )_, 0|, where n; is the number of
i

nearest neighbours of particle j, i = +/—1, and @, is the angle between (r,, — r;)
and the x-axis, where particle m is a neighbour of particle j. Note that 1//{5 =1
means the perfect hexagonal arrangement of six nearest-neighbour particles
around particle j and 1//2 = 0 means a random arrangement.

The structure factor S(k, t) at time ¢ is calculated by taking the circular average
of S(k):

1
st = [ i CEOC O, @)

where Ci(t) is the Fourier transform of C(r,t) = 3,0 x %{tanh[a -
|r - ri(t)‘/f + 1]/2} with r; being the centre of mass of particle i, Ak = 271/L, and
® =1 for CCW and ® = — 1 for CW. The parameter ® is introduced to
differentiate the two domains with different chiralities. This is similar to calculating
concentration fluctuations around the average (distinguishing + and — domains)
in ordinary phase separation’?, a quantity typically used to study phase separation.
We note that the structure factor of the particle density fluctuation without
distinguishing chirality cannot detect phase separation for SM.

The kinetic energy spectrum is obtained by taking the angular average of the
velocity power spectrum®7:

Loy ol ®)

E(k) = —
(k) 20k k< <k+ok

where v(k) is the Fourier representation of the velocity field.
The nonlinear energy flux IIg(k) across a sphere of radius k in Fourier space is
calculated as®’

(k) = (v - [(v- V)]). (6)
Here v<k is the velocity field v(r) low-pass filtered so that all wave numbers outside
the sphere of radius k are set to zero:

vk = ‘kZ v(k)e* . )

<k
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