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Automatedconversational agents (CAs) emergedas apromising solution inmental health interventions
among young people. Therefore, the objective of this scoping review is to examine the current state of
research into fully automated CAs mediated interventions for the emotional component of mental
health among young people. Selected databaseswere searched inMarch 2023. Included studies were
primary research, reporting on development, feasibility/usability, or evaluation of fully automated CAs
as a tool to improve the emotional component of mental health among young population. Twenty-five
studies were included (N = 1707). Most automated CAs applications were standalone preventions
targeting anxiety and depression. Automated CAs were predominantly AI-based chatbots, using text
as the main communication channel. Overall, the results of the current scoping review showed that
automatedCAsmediated interventions for emotional problemsare acceptable, engaging andwith high
usability. However, the results for clinical efficacy are far less conclusive, since almost half of evaluation
studies reported no significant effect on emotionalmental health outcomes. Based on these findings, it
can be concluded that there is a pressing need to improve the existing automated CAs applications to
increase their efficacy as well as conducting more rigorous methodological research in this area.

Mental health problems are an area of particular concern among young
people. According toWHO, 20% of youths have amental health disorder, a
rate that is two times higher than in the general population1. A history of
mental health problems in young age forecasts a range of psychosocial
difficulties in adult life2. Despite high prevalence and long-term negative
consequences of mental health problems, most children and youths do not
participate in preventive or intervention actions because of attitudinal or
logistic barriers3.

Use of technology has emerged as an important alternative to face-to-
face approach in deploying assistive, preventive, and therapeutic solutions
for those in need, increasing the availability and providing a stigma free
environment for exploring their vulnerabilities related to mental health
problems4. One such cutting edge digital solution is conversational agents
(CAs), defined as systems simulating human interaction using text, speech,
gestures, facial, or sensorial expressions as input and/or output5. The cate-
gory of CAs covers a broad spectrum of embodiment types, from dis-
embodied agents with no dynamic physical representation (chatbots) to
agents with virtual representation or robots with a physical representation6.

The autonomy level ranges from non-autonomous CAs, whose function-
ality totally depends on the decisions and actions of a human being, to semi-
autonomous CAs (that have a certain degree of independence but require
the real time control by humans for some specific scenarios and function-
alities) to fully automated CAs, that can be used totally independently
without any formof human support7. In this paper, the focuswill be on fully
automated CAs, irrespective of embodiment type.

With a rapid technological expansion, fully automated CAs seem to
hold a great potential in mental health care for young people. In recent
years, a growing body of research has been interested in developing and
testing the efficacy of fully automated CAs for addressing mental health
problems in a variety of settings with youths. In the healthcare setting,
automated CAs are used to tackle distress related to medical procedures
among youths, such as vaccination or cancer treatments8,9. In an edu-
cational context, they have been employed as a tool to reduce problems
such as general distress or performance anxiety10,11. Automated CAs
have also been used to prevent or to treat depression and anxiety in the
general or psychiatric population12.
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While several reviews have been conducted to characterize various
types of CAs as tools for treatment of mental health problems, several
limitations have been identified. First, the previous reviews rely mostly on
the adult population or do not distinguish between young and older
population, with no comprehensive synthesis of existing automated CAs
specifically designed to tackle mental health problems among young
populations13–16. Justification for focusing on the young population is rooted
in prior research demonstrating distinctive preferences, attitudes, and uti-
lization patterns compared to adults17,18. As first adopters of the latest
technological developments, including mental healthcare services, youths
exhibit greater familiarity and comfort with these innovations19.

Second, most of the previous reviews did not distinguish fully auto-
mated CAs from non- or semi-autonomous CAs13,20. Fully automated CA
are a scalable, cost effective and alternative to human therapist support,
moving thefield towards a newparadigm.However, full automatization can
pose significant challenges when used in mental health care with youths,
such as limited capacity to respond to safety-critical situations, less perso-
nalization of the content or confidentiality issues21,22.

Third, the previous reviews limited their focus to a subset of CAs based
on the embodiment level, such as disembodied CAs13,20, CAs with virtual
representation15, orwith aphysical representation23–25.Moreover, useofCAs
waspredominantly investigated in relation to abroad rangeofmental health
problems15,16, or specifically related to cognitive and social abilities, without
considering the emotional component of mental health24,25. This scoping
review was formulated to focus specifically on the emotional component of
mental health asdefined through the lensof themedicalmodel (e.g., changes
in anxiety, depression, psychological distress) rather than social (e.g.,

repertoire of verbal/non-verbal abilities to communicate and interact with
others) and cognitive skills (e.g., executive functioning skills) to specifically
capture this innovative and growing application area for automated CAs.

In response to these gaps, this scoping review aims to provide a
comprehensive overviewof fully automatedCAs and their role in enhancing
the emotional component of mental health in the young population. The
scoping review was guided by the following research questions:
(1) What are the technological characteristics of automated CAs used to

deliver interventions for youth’s mental health?
(2) What are the characteristics of the interventions provided by auto-

mated CAs in children, adolescents, and young adults aiming to
improve mental health outcomes?

Results
Study selection
The systematic search in databases and external sources returned 9905
articles. After duplicates removal, 6874 articles were screened for title and
abstract and further 6719 studies were excluded. Out of the remaining
155 studies,we retrieved full-text copies for 152articles thatwere screened in
full. This resulted in a total of 25 studies included in the current scoping
review. The study selection is detailed in Fig. 1 PRISMA flowchart.

A detailed overview of characteristics of included studies is provided in
Supplementary Table 1 and 2.

Of the 25 studies, 19 were recently published (between 2020 and
2023)8–10,12,26–40. Studies were conducted predominantly in the US
(n = 12)11,12,27,28,33,34,38,41–45, followed by Europe (n = 5)10,26,29,32,35, Asia
(n = 4)9,31,36,39, New Zealand (n = 2)37,40, and Australia (n = 1)30.

Fig. 1 | PRISMA flow.
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Technological characteristics
The summative results for technological characteristics of automated CAs
are presented in Table 1. In total, there were 21 different agents described in
the included studies. Only 3 of the CA were the focus of more than one
study – Paro11,41,45, Nao8,38, and Woebot12,42. These automated CAs were
predominantly disembodied chatbots (n = 15)10,26,28–32,35–37,40,42–44, followed
by robots (n = 7)8,9,33,34,38,41,45. Automated CAs with a virtual representation
were the focus in 2 studies11,27. In addition, one application consisted of a
chatbot with features of avatar39.

Regarding the dialog system underlying the process of conversation,
almost half of automated CAs (n = 12) employed natural language pro-
cessing andmachine learning to carry on an interaction8,9,12,27,30,31,34,38,39,41,43,45.
Predefined dialog or interactions assembled, andmatched to the user input
in a dynamicmannerwasused in 10 studies10,11,26,28,29,32,33,35,40,44, while 3 used a
mixed dialog system36,37,42. These agents communicated through text
(n = 13)10,12,26,28–30,32,35,37,40,42–44, speech (n = 2)8,38, and non-verbal cues
(n = 4)9,34,41,45, while multiple modalities communication was employed by
5 studies11,31,33,36,39. For one study no information was provided on modality
of communication27. Among automated CAs investigated in the included
studies, 17 are available to purchase or for free use8–10,12,27,31,33,34,36–38,40–45.

Characteristics of interventions
Characteristics of mental health interventions using automated CAs are
detailed in Table 2.

Anxiety was the most frequent targeted emotional component of
mental health by automated CAs (n = 12)8,10,12,27,33,35,37,38,41–43,45. Depression
was the second most targeted emotional component (n = 8)12,28,31,35,36,38,42,43,
followed by psychological well-being (n = 5)26,29,30,33,44, general distress
(n = 5)9,10,34,39,40, andmood (n = 2)33,41. One intervention had as targetmental
health problems as a broad construct32.

With respect to the scope of interventions, most of the studies labeled
theCAsapplications as interventions. In fact, thoseweredesignedand tested
as havingmainly a preventive scope, since the research was conducted with
general or at-risk population8–11,26,28–30,32–35,37,38,43–45. Only 8 studies were
conductedon samples of youths screenedashavingdetectablemental health
problems, mainly based on youth or parent report12,27,31,36,40–42.

Duration of interventions was reported by 19 studies. Most of the
interventions last between 2- and 4-weeks (n = 8)8,10,29,38–40,42–44, followed by

interventions with a duration of 1 day or less (n = 5)9,28,34,41,45, and inter-
ventions of 2 up to 7 days (n = 3)26,31,33. Only 3 studies investigated inter-
ventions longer than 4 weeks12,35,36. In terms of sessions’ frequency only
8 studies provide information and include daily sessions26,33,43, bi-
weekly10,29,43, once a week39 or 3 times per week35.

Out of 25 included studies, only 5 focused on automated CAs as com-
ponents embedded inother typesof technologies ormentalhealth services for
mental health problems11,12,27,35,39. The remaining 20 studies designed or
evaluated automated CAs agents as standalone psychological interventions.
Automated CAs that were not independent interventions were integrated
components of web-based interventions, with additional technological fea-
tures enabling the intervention such as videoconference or serious
games11,27,35,39 or as an additive component to primary care management12.

Table 1 | Summative results per technological characteristics

Category Number of
studies

Percentage Studies

Type of embodiment

Disembodied 15 60% 10,26,28–32,35–37,40,42–44

Virtual representation 2 8% 11,27

Physical
representation

7 28% 8,9,33,34,38,41,45

Combined 1 4% 39

Dialog system

Rule-based 10 40% 10,11,26,28,29,32,33,35,40,44

AI-based 12 48% 8,9,12,27,30,31,34,38,39,41,43,45

Mixed 3 12% 36,37,42

Modality of communication

Text 13 54.1% 10,12,26,28–30,32,35,37,40,42–44

Speech 2 8.3% 8,38

Non-verbal 4 16.7% 9,34,41,45

Multimodal 5 20.8% 11,31,33,36,39

Availability

Yes 17 70.8% 8–10,12,27,31,33,34,36–38,40–45

No 7 29.2% 11,26,28–30,32,35

Table 2 | Summative results per characteristics of
interventions

Category Number of
studies

Percentage Studies

MH target

Anxiety 12 48% 8,10,12,27,33,35,37,38,41–43,45

Depression 8 32% 12,28,31,35,36,38,42,43

General distress 5 20% 9,10,34,39,40

Mood 2 8% 33,41

Mental health
problems

1 4% 32

Psychological
well being

5 20% 26,29,30,33,44

Scope

Prevention 17 68% 21,23–26,28–31,33,35–37,42–45

Intervention 8 32% 8–11,26,28–30,32–35,37,38,43–45

Duration

1 day or less 5 26.3% 9,28,34,41,45

2−7 days 3 15.8% 21,26,33

2−4 weeks 8 42.1% 8,10,29,38–40,42–44

More than 4weeks 3 15.8% 12,35,36

Frequency 8

Daily 3 37.5% 26,33,43

3 times per week 1 12.5% 35

Bi-weekly 3 37.5% 10,29,43

Once per week 1 12.5% 39

Independence

Standalone 20 80% 8–10,26,28–34,36–38,40–45

Component 5 20% 11,12,27,35,39

Theoretical framework

CBT 14 82.4% 8,10–12,26,28,31,35–37,42–44

PP 5 20% 29,33,37,40,44

ITP 1 4% 12

PCT 1 4% 39

MINI 1 4% 38

MI 1 4% 43

TM 1 4% 43

EFT 1 4% 43

DBT 1 4% 12

CBTCognitive Behavioral Therapy, DBT Dialectical and Behavioral Therapy, EFT Emotion focused
therapy, IPT Interpersonal Therapy, MIMotivational Interview,MINI Metacognitive Intervention of
Narrative Imagery,MHMental Health, PCT Person Centered Therapy, PP Positive Psychology, TM
Transtheoretical Model.
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Theoretical framework for automated CAs interventions was reported
by 17 studies. Cognitive behavioral theory (CBT) principles were applied to
most of the interventions to derive their content.More specifically, CBTwas
mentioned as a theoretical framework for 14 automated CAs
applications8,10–12,26,28,31,35–37,42–44. Among CBT based interventions, 2 appli-
cationsmentioned relying exclusively on the thirdwave ofCBTprinciples—
acceptance and commitment therapy (ACT)26,35. The secondmost reported
theoretical framework was positive psychology, with 5 of automated CAs
applications mentioning it as guiding theory for the content of the
intervention29,33,37,40,44. Other theoretical frameworks were Interpersonal
Theory12, Person Centered Theory39, Metacognitive Intervention of Nar-
rative Imagery38, Motivational Interview43, Transtheoretical Approach43,
Emotion Focused Theory43, and Dialectical Behavioral Theory12. The
number of theoretical approaches guiding one intervention ranged from 1
to 4 (median 2.5).

Characteristics of peer-reviewed research
Summative results for characteristics of peer reviewed research are pre-
sented in Table 3.

Participants were predominantly recruited from an educational
setting (n = 10)10,11,31,33,35,36,39,40,42,43, followed by community setting
(n = 6)26,28,34,37,41,44, and hospital/healthcare settings (n = 6)8,9,12,27,38,45. Sample
sizes ranged between 8 and 234 participants, with 9 studies conducted on
samples of less than 50 participants12,26,28,29,33,38,39,44,45, 8 studies on samples
between 50 and 100 participants9,10,27,34,36,41–43, and 6 studies on samples
above 100 participants8,11,31,35,37,40. The presence of emotional problems on a
certain levelwas requiredby7 studies12,31,36,39–42, whereas 4 studies focusedon
physical health condition as selection criteria8,38,44,45. Additionally, under-
going a medical procedure, irrespective of health condition, was a selection
criterion for 2 studies9,27. The mean age of participants was 16.64. Females
represented 58.14% of the total sample size.

With respect to the stage of research, most studies fall under combi-
nations of research stages: 12 studies on feasibility/usability and
evaluation10,12,26,27,31,33,36,38,40,42–44, 1 on development and feasibility/usability29,
1 on design and evaluation39, and 1 on design, feasibility/usability, and
evaluation37.

Among the23 feasibility/usability and/or evaluation studies,more than
half were controlled studies (n = 14)8,9,11,12,27,31,34–36,41–45. Controlled studies
predominantly employed an active control group (n = 11)8,9,27,30,31,35,36,41–43,45.
Among the studies reportingondesignanddevelopment of automatedCAs,
3 used co-participatory and iterative designs, involving the young end users
in different stages of development30,32,37. One study reporting on develop-
ment relied only on mental health specialists and researchers input in
design39. The methodological approaches most frequently employed
were mixed (n = 15)10,12,26–29,31,33,36,37,39,40,42–44 and quantitative methods
(n = 8)8,9,11,34,35,38,41,45.

The feasibility/usability outcomes were reported in 15 studies and
include parameters such as engagement, retention/adherence rate, accept-
ability, user satisfaction, usability of the system, safety, and
functionality10,12,26,27,31,33,36,38,40,42–44. Overall, the feasibility and usability
parameterswere reported tobe relativelyhighacross studies.However, a few
exceptions are worth mentioning. Safety issues were reported in
2 studies12,26.More thanhalf of the participants reported at least onenegative
effect of the intervention delivered through SISU chatbot26. A serious
adverse event occurred, 1 participant reporting suicidal tendency for thefirst
time after intervention26. One study reported that during study participa-
tion, 4 (24%) participants had one alert for suicidal ideation 4 participants
had 3, and 2 participants had 6. One parent from the intervention group
reported inweek 12 that his childwas seen in an emergencydepartment and
discharged to go home12. With respect to engagement and adherence,
2 studies point out a decrease of these parameters over time29,31. The drop-
out rates ranged between 0 and 70.9%.

All studies reporting evaluation outcomes includedefficacyparameters
(n = 21), with no study on cost-effectiveness. In terms of efficacy outcomes,
almost half of the studies reported more than one mental health outcome.

Summative results for efficacy outcomes per outcome and research design
are presented in Table 4.

Anxiety outcomes were reported in 15 studies. When comparing the
effect of automatedCAswith a control group on anxietymeasures, 5 studies
reported a positive significant difference compared to control, favoring the
automated CA condition12,33,36,43,45, whereas 4 studies found no significant
difference11,35,41,42. One RCT found an improvement in medical procedure
relatedanxiety only for a subgroupof participants, namely thoseundergoing
more invasive procedures and with more frequent exposure to medical
procedures27. Among uncontrolled studies, a significant decrease in anxiety

Table 3 | Summative results per characteristics of peer
reviewed research

Category Number of
studies

Percentage Studies

Recruitment setting

Community 6 27.3% 26,28,34,37,41,44

Educational 10 45.4% 10,11,31,33,35,36,39,40,42,43

Healthcare 6 27.3% 8,9,12,27,38,45

Health status

Physical health
condition

4 17.4% 8,38,44,45

Mental health condition 7 30.4% 12,31,36,39–42

Undergoing a medical
procedure

2 8.7% 9,27

Any 10 43.5% 10,11,26,28,29,33–35,37,43

Sample size

<50 9 39.1% 12,26,28,29,33,38,39,44,45

50−100 8 34.8% 9,10,27,34,36,41–43

>100 6 26.1% 8,11,31,35,37,40

Stage of research

Development/design 2 8% 30,32

Feasibility/usability 1 4% 28

Evaluation 7 28% 9,30,31,35,40,44,45

Design and feasibility/
usability

1 4% 29

Feasibility/usability and
evaluation

12 48% 10,12,26,27,31,33,36,38,40,42–44

Design and evaluation 1 4% 39

Design, feasibility/
usability, and evaluation

1 4% 37

Study design (evaluation and feasibility/usability)

RCT 12 52.1% 8,9,11,12,27,31,34–36,41–45

Non-randomized con-
trolled trial

2 8.7% 9,27

Uncontrolled trial
pre post

7 30.4% 10,26,33,37–40

Uncontrolled trial
post only

2 8.7% 28,29

Study design (development)

Co-participatory design 4 100% 30,32,37,39

Study methodology

Quantitative 8 32% 8,9,11,34,35,38,41,45

Qualitative 2 8% 30,32

Mixed methods 15 60% 10,12,26–29,31,33,36,37,39,40,42–44

Type of control group

Passive control 3 21.4% 11,12,34

Active control 11 78.6% 8,9,27,30,31,35,36,41–43,45
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from baseline to post-intervention was reported in 2 studies36,38, no effect in
one study40, while one study reported a negative effect of the automated CA
mediated intervention expressed as an increase in anxiety symptoms26. One
uncontrolled study reported a significant decrease in anxiety only for youths
with initial high levels of anxiety10.

Depressionwas reported in 9 studies. Among controlled trials focusing
on reducing depression, 5 studies reported a significant difference between
control and automated CA group, favoring the experimental
condition12,31,36,42,43, whereas 2 controlled studies found no significant dif-
ference on depression scores35,44. Among uncontrolled trials, a minimal
change in depression score was reported in one study using a robot38,
whereas another study showed no improvement from pre to post test26.

Positive andnegative affectwere separately assessed in6 studies34,36,41–44,
whereas one study used a composite measure of overall affect, combining
both facets in one score33. All but one study43 reported no significant dif-
ference between control group and automated CA condition in reducing
negative affect. However, an improvement in positive affect was found in
3 studies34,41,43, while the other 3 remaining studies reported no difference
between groups on this outcome36,42,44. In one study, a robot coachdelivering
a positive psychology intervention improved the overall affect among young
adults33.

The effect of automated CAs mediated intervention on distress was
explored in 5 studies. Out of the 5 studies, 2 used a controlled design and
found a significant effect on distress after 5- and 20-min post-intervention,
but not immediately following the intervention8,9. Among uncontrolled
studies, 2 studies report a significant decrease in distress outcomes from pre
to post intervention38,39, while other study found a significant effect on
distress only for participants with initial high distress scores10 Moreover, a
negative effect was reported for those with initial low levels of distress, for
whom distress increased from pre to post intervention10.

Two uncontrolled studies were conducted to test the effectiveness of
automated CAs mediated intervention on psychological well-being, show-
ing a significant improvement33,40. One study reported as outcome a mea-
sure of psychological sensitivity, which also showed a significant decrease
from pre- to post-intervention39. No significant effect of a chatbot based
intervention on subjective happiness was reported in the uncontrolled
study39. An indicator of anxiety—physiological arousal—was reported in
one study, with no change from pre- to post-intervention41. Similarly, post-
traumatic stress disorder symptoms showed no significant improvement
after an agent-based software intervention26.

Discussion
The field is marked by a notable surge in the deployment of fully auto-
mated CAs specifically designed to address the emotional facets of
mental health in the youth, with our review scrutinizing 21 distinct
automated CAs across 25 included papers. Considering that most of
these studies were published between 2020 and 2023, it is evident that the
literature in this realm is still in its early stages. Despite the potential to
extend support to a larger demographic of the young population, our
findings underscore a significant lag in the adoption of automated CA-
mediated interventions in less developed countries. The deployment of
such entities typically incurs substantial financial outlays, a factor that
inherently influences their accessibility and widespread adoption. This
economic consideration is a critical aspect in understanding the differ-
ential integration of these technologies, particularly in contexts where
resource allocation plays a pivotal role. However, there was an expansion
of digital application in mental health and of shipped phones – that can
be used to access at least text based and speech automated CAs available
in the commercial market, therefore more research in other geographic
areas is expected to be conducted46.

Table 4 | Summative results for efficacy per outcome and study design

Outcome Study design Effect Number of studies Percentage Studies

Anxiety Controlled Positive 6 60% 12,33,36,43,45

27a

No effect 4 40% 11,35,41,42

Uncontrolled Positive 3 60% 36,38

10b

No effect 1 20% 40

Negative 1 20% 26

Depression Controlled Positive 5 71.4% 12,31,36,42,43

No effect 2 28.6% 35,44

Uncontrolled Positive 1 50% 38

No effect 1 50% 26

Negative affect Controlled Positive 1 16.7% 43

No effect 5 83.3% 34,36,41,42,44

Positive affect Controlled Positive 3 50% 34,41,43

No effect 3 50% 36,42,44

Distress Controlled Positive 2 100% 8,9

Uncontrolled Positive 2 66.7% 38,39

Negative 1 33.3% 10c

Psychological wellbeing Uncontrolled Positive 2 100% 33,40

Subjective happiness Uncontrolled No effect 1 100% 39

Psychological sensitivity Uncontrolled Positive 1 100% 39

Physiological arousal Uncontrolled No effect 1 100% 41

Post-traumatic stress disorder Uncontrolled No effect 1 100% 26

aOnly for only for participants undergoing more invasive procedures and with more frequent exposure to medical procedures.
bonly for participants with initial high levels of anxiety.
conly for participants with initial high distress scores.
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The technological capabilities of automated CAs interventions for
youths are evolving fromsimple oriented tasks andpredefineddecision trees
to more complex and interactive solutions, as shown by the predominance
of AI-based technologies. However, the state-of-the-art lags in terms of
other technological capabilities such as embodiment and communication
channels. This aspect holds particular significance, as previous research
indicated that youths exhibit improved responsiveness andgreater openness
to CAs that possess virtual or physical representation, in contrast to dis-
embodied CAs47. Furthermore, although young people are used to typing
and text messaging, there is evidence pointing to youth preference towards
an interaction with CAs using speech and auditory channels beyond text48.
Similar conclusions were drawn by reviews conducted with the adult
population in clinical psychology andhealthcarewith respect to the status of
CAs technological capabilities, showing a rapid development in terms of
dialog systems employedbut a slowerprogress related toother technological
capabilities such as type of representation and communication14,20. How-
ever, while adults’ acceptability of CAs might revolve around less sophisti-
cated and thus more familiar technologies, youths hold higher expectations
since they learn and adopt new cutting-edge technologies from their
infancy. Therefore, these aspects might weigh more for youths than adults
when it comes to the acceptability and uptake of current automated CAs as
mental health solutions.

The prevailing focus of current automatedCAsmediated interventions
centers on mitigating emotional problems, leaving limited attention to
fostering positive aspects of emotional mental health, such as happiness or
psychological well-being. A recent study showed that youth’s preference
regarding psychological interventions for emotional problems revolves
around a balance between the medical model of mental health, oriented to
solving problems and the growth positive models, based on the assumption
that all human beings have the capacity to flourish, and build upon existing
strengths49. This might be more relevant when it comes to appealing tech-
nologies such as automated CAs, since it is possible that youths make an
indirect association between the appealing, interactive tool and positive
aspects in its content.

Our review emphasizes an advanced stage of research development,
with a predominance of a combinationof feasibility/usability and evaluation
studies, conducted as controlled trials using anactive control condition.This
contrasts with research conducted on subsets of CAs or with adults, that
identified mainly pilot uncontrolled studies investigating their feasibility
and usability20. However, as shown by the other reviews, the stage of system
design and development of automatedCAsmediated intervention aswell as
the input from end users from initial stages is often neglected14,15. Relatively
little attention has been given to the investigation of a priori preference of
end users in terms of scope, features, personality, and content and to the use
of the results to inform the development of the automated CAs from early
stages26,28. This is in contradiction with the advocated human centered
approaches, that have the potential to enhance the uptake of CAs as mental
health digital solutions50,51.

The existing automated CAs appear to hold possibilities to support
youths’ mental health mainly in community settings and less in clinical
context. While previous reviews on adults show a growing use of CAs in
treatment of mental health problems, the evidence supporting applicability
of automated CAs in improving emotional health among youths is limited
to non-clinical populations8. However, the broad spectrum of the care
sector, ranging fromhealthcare applications toproviding emotional support
during medical procedures, as well as educational contexts addressing
anxiety and distress, reflects the versatile potential of automated CAs.
Nevertheless, our review highlights a scarcity of applications targeted at
younger children, potentially attributed to the fully autonomous nature of
the CAs reviewed, requiring human facilitation. Furthermore, our investi-
gation revealed a discernible pattern associating distinct types of embodi-
ments with specific emotional challenges and age groups. Notably,
automated CAs with physical embodiments demonstrated enhanced rele-
vance in addressing transient,momentary emotional states among children.
In contrast, disembodied CAs emerged as the predominant choice for

ameliorating more stable emotional problems among adolescents and
young adults. This nuanced understanding prompts a crucial consideration
in the strategic deployment of CAs within the young population. Decisions
regarding the selection of automated CA types should not only factor in age
group distinctions but also alignwith the specific type of representation and
emotional outcomes targeted by the intervention.

Feasibility and usability outcomes present an optimistic outlook,
portraying automated CAs mediated interventions for youths’ emotional
problems as generally acceptable and feasible, with high usability. Never-
theless, the implementation of automated CA interventions with youths
encounters specific challenges. Firstly, automated CAs introduce potential
safety risks, underscoring the imperative to address concerns related to
suicidal ideation12,26. Second, engagement and adherence appear to decrease
over time29,31. Third, the drop-out rate is overall higher than those reported
in previous studies for other therapy formats51. These findings can be due to
the fully automated nature of the CAswhich acts as a self-help intervention.
A review on the acceptability of online mental health programs for ado-
lescents and young people found that drop-out rates were higher than the
average when there was no concurrent therapist contact alongside digital
components52. Although there is virtual guidance provided by the auto-
mated CA itself, it seems thismight not be enough, and human assistance is
needed besides the virtual assistance52. It is also possible that introducing
youths to cutting-edge technology such as automated CAs may have a
novelty effect, and that effect wears off in time, resulting in reduced
engagement and adherence after prolonged interaction14.

Effectiveness remains inconclusive, challenging the assumption that
technological advancements translate into improved efficacy. Thisfinding is
in accordancewith someof the previous reviews conducted on evaluation of
CAs in adult healthcare14,53. There are several potential explanations for
these results. First, most of the automated CAs interventions reviewed here
were in fact universal prevention, directed at youths from the general
population, with initial low levels of mental health problems and conse-
quently with limited room for improvement54. Indeed, when conducted on
adults with clinical levels of anxiety or depression, a previous review showed
medium to large effects of automated CAs interventions13. Second,
according to a meta-analysis, for self-guided digital interventions to be
efficient for youths, at least minimal support from a human therapist is
needed55. The CAs mediated interventions included in the current paper
were automated and, with only a few exceptions, standalone interventions,
where the therapeutic agent was only the CA itself. Moreover, despite the
limited evidence supporting their efficacy, a majority of automated CAs are
commercially accessible, potentially emphasizing market accessibility over
clinical efficacy. This incongruity underscores the imperative for a more
robust evaluation of CAs’ effectiveness in addressing the mental health
needs of the youth population.

The results of the current review must be interpreted in the light of
several limitations. First, only studies published in peer reviewed journals
were considered and it is possible that other automated CAs applications in
gray literature, conference proceedings or other sources were not con-
sidered. Given the emerging status of the research in this area, it is plausible
that a handful of ongoing studies are only published in conference pro-
ceedings. Second, the review focus was limited to the emotional component
ofmental health. Future reviews should consider the potential of automated
CAs to address a wider range of clinical problems and symptoms, beyond
those examined in our investigation. Small sample sizes, predominantly
recruited from non-clinical populations are largely responsible for reduced
generalizability of findings across many included articles. Therefore, a cri-
tical consideration for future research in the area is to enroll larger samples
from the clinical population into trials to increase the power and general-
izability of thefindings. Fourth, therewas a substantial heterogeneity in how
the reported feasibility/usability and efficacy parametersweremeasuredand
conceptualized across studies, whichmakes findings hard to generalize. For
example, engagement was defined in terms of subjective impressions on s
attractiveness and enjoyment27, time spent per day or session in interacting
with the automated CA10, percentage of target users returning for repeated
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sessions37, and number of exchanged messages with the application43.
Similarly, efficacy outcomes such as anxiety and general distress were
measured as salivary cortisol levels8,41, subjective feelings27,35, or in terms of
behavioral cues9. Therefore, future research into automatedCAs application
would benefit from adhering to a standardized framework of measurement
and conceptualization both in terms of feasibility/usability and evaluation
outcomes to ensure comparability across studies.

Althoughmost of the studies includedmeasures of efficacy, usability or
acceptability, there was nomeasurement of costs. Cost-effectiveness studies
are needed to informupon the affordability of such interventions in low and
middle-income countries. Therefore, in our scoping review it was not
possible to ascertain that automated CAs mediated psychological inter-
ventions are also cost effective when compared to the alternative approa-
ches. Furthermore, more research on safety is warranted when speaking of
fully automated CAs.

Another important direction would be to test whether integrating
automated CAs as supporting the human therapist produces better results
rather than just substituting it. Maybe a blended approach (face-to-face
psychotherapy/ counseling) is the optimal solution for promoting mental
health among youths while keeping the psychotherapeutic process engaging,
attractive and safe at the same time. In addition, no comparison on feasibility,
usability, or efficacy betweendifferent types of automatedCAswas identified,
despite preliminary results showing potential for differential responses to
disembodied CAs, agents with virtual representation, and physical repre-
sentation. It would be interesting to examine whether embodiment type
predicts better engagement and clinical efficacy or is more preferred in a
certain age group or context. Based on the existing research conducted on
automated CAs we can’t generalize our findings to young people from low-
income countries. Nonetheless, it is important to address this disparity
through further investigations on the clinical efficacy of automated CAs with
participants from different contexts, especially young people from low-
income countries that face significant barriers in mental health treatment
such as stigma, lack of financial resources, or lack of specialists.

Not lastly, we recommend involvement of end-users from early stages
of development of automated CAs and changing the approach from
developing automated CAs for youths to designing and devising themwith
youths, to enhance the uptake and acceptability of the application50,51.
Additionally, the current state-of-the-art lacks information about the sus-
tainability of effects; therefore, a more thorough investigation of usability
and efficacy outcomes on long term is strongly recommended.

In conclusion, the field is characterized by a rapid expansion of use of
fully automatedCAs,withmore andmore evolved technical capabilities and
especially in high incomecountries.Despite beinghighly acceptable, feasible
and engaging as well as highly available for use, automated CAs do not
appear to be yet prepared to be implemented in clinical practice with the
young population. Although it is a promising approach for young popu-
lation mental health promotion, efforts should be made to improve the
efficacy and the safety of automated CAs. Future research with a standar-
dized assessment, larger and diverse samples (e.g., different clinical condi-
tions) and rigorous designs (e.g., efficacy and effectiveness studies, longer
follow-ups) needs to be conducted.

Methods
The scoping review was conducted in line with the PRISMA (Preferred
Reporting Items for Systematic Reviews andMeta-Analyses) guidelines for
conducting systematic scoping reviews56. The protocol for this scoping
review was prospectively registered in OSF under the ID 10.17605/
OSF.IO/8KU6P.

Eligibility criteria
Inclusion criteria were: (1) primary studies based on either qualitative,
quantitative, ormixedmethods aiming to develop/design or test the usability,
feasibility, efficacy, or economic cost effectiveness of aCAas a tool to improve
a mental health outcome; (2) the CA is fully autonomous, meaning that it
doesn’t rely onhumans to generate responses or operate; (3) targeted samples

of youngpopulation as endusers, with amean age≤25 years; (4) published in
a peer-reviewed journal and written in English. There were no inclusion
restrictions on study design or on the mental or health status of participants.

Exclusion criteria were: (1) secondary research, conference proceed-
ings, dissertations, and commentary articles aiming to describe or report on
general aspects of human-CA interactions or interventions studies aimed to
exclusively test general aspects of human-technology interactions using
CAs; we also excluded studies describing or reporting on use of CA as a tool
to improve social, cognitive, educational, or physical health outcomes aswell
as those focusing on CA applications for the purpose of assessment or
monitoring only; (2) report on non-autonomous CAs, relying on a human
user to generate responses (e.g., ‘Wizard of Oz’ methods) or semi-
autonomous CAs, requiring a minimal human support to operate; (3)
intervention targeted samples with amean age >25; (4)written in languages
other than English and published in gray literature.

Search strategy
Systematic searches were conducted by RB in March 2023 in multi-
disciplinary as well as specific domain databases (Web of Science, PubMed,
Scopus, PsychInfo, ACM -Association for Computing Machinery Digital
Library and IEEE Xplore) and studies references using keywords related to
conversational agents, the age of the population of interest, and the role/
scope of intervention (see SupplementaryNote 1 for a detailed sample of the
search strategy).

Study selection
The results of the search query were uploaded in EndNote (version 20;
Clarivate Analytics). Following Cochrane recommendations, the screening
process was piloted with a random sample of studies for both abstract and
full text57. The articleswere screenedby theRBandCRP.Anydisagreements
between the 2 independent reviewers were resolved through consulting
with AD.

Data items and charting
Adata form for exaction of informationwas designed prior to data charting
and is detailed in the protocol for the current scoping review, published on
Open Science Framework. The data extraction form was piloted and cali-
brated with the screening team. Like the study selection process, two
reviewers (RB and CRP) independently conducted the process of data
extraction, and anydisagreementswere resolved by the third reviewer (AD).

The following data items were charted: general information regarding
the article (year, authors, country); technological characteristics (name, type
ofdialog system, availability,modalityof communication, embodiment type);
characteristics of the intervention (scope, mental health outcome targeted,
duration, frequency, whether is standalone intervention and theoretical fra-
mework); characteristics of peer reviewed research (participants information,
stage of research, study design and methodology and, if applicable, main
results). A detailed overview of the definitions of each item together with
corresponding categories is provided in Supplementary Table 3.

Synthesis of the results
First, information about study meta-characteristics of articles as well as
about landscape of the automated CAs’ based interventions, characteristics
of research conducted in the area and technological characteristics of CA
from data-charting were summarized using descriptive statistics and
descriptive narration. Key findings from usability/feasibility and evaluation
studies were tabulated and narratively summarized.

Reporting summary
Further information on research design is available in the Nature Research
Reporting Summary linked to this article.

Data availability
The authors declare that the data supporting the findings of this study are
available within the paper.
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