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Al-based diabetes care: risk prediction
models and implementation concerns

®| Check for updates

The utilization of artificial intelligence
(Al) in diabetes care has focused on
early intervention and treatment
management. Notably, usage has
expanded to predict an individual’s
risk for developing type 2 diabetes. A
scoping review of 40 studies by
Mohsen et al. shows that while most
studies used unimodal Al models,
multimodal approaches were superior
because they integrate multiple types
of data. However, creating multimodal
models and determining model
performance are challenging tasks
given the multi-factored nature of
diabetes. For both unimodal and
multimodal models, there are also
concerns of bias with the lack of
external validations and
representation of race, age, and
gender in training data. The barriers in
data quality and evaluation
standardization are ripe areas for
developing new technologies,
especially for entrepreneurs and
innovators. Collaboration amongst
providers, entrepreneurs, and
researchers must be prioritized to
ensure that Al in diabetes care is
providing quality and equitable
patient care.

ith the urgent need to address the

increasing incidence and pre-

valence of diabetes globally, pro-

mising new applications of

artificial intelligence (AI) for this chronic dis-

ease have arisen—development of predictive

models, risk stratification, evaluation of novel
risk predictors, and therapeutic management.

Thus far, most FDA-approved Al tools have

been designed for early intervention and treat-

ment management. Several of these tools are

currently used in clinical diabetes care. For early

intervention, in 2018 the FDA approved the
autonomous AI system Digital Diagnostics,
which was found to have high diagnostic accu-
racy in recognizing diabetes retinopathy in retinal
screening images'. In the same year, the FDA
approved the Guardian Connect System, which
uses Al technology to interpret biomedical data
and predict a hypoglycemic attack an hour in
advance’. Since then, the FDA has also approved
Al technologies that assist with optimizing
insulin dosing and therapy for patients™.

Risk prediction
Beyond intervention and treatment, Al is now
being utilized to predict an individual’s risk for
developing type 2 diabetes (T2DM) and potential
complications. Identifying high-risk individuals
and personalizing prevention strategies and tar-
geted treatments could delay or prevent the onset
of diabetes and future health complications.
Mohsen et al. conducted a scoping review of
40 studies that investigated AI-based models for
diabetes risk prediction’. The performance of the
algorithms was measured using the area under
the curve (AUC) metric in most studies. AUC is a
commonly used metric in machine learning to
determine the performance of AI models; an
AUC value of 1 indicates a perfect model. Of
these models, most were classical machine
learning models with electronic health records as
the predominant data source. Although a modest
number (n=10) studies adopted multimodal
approaches (combining EHR with multi-omics
or medical imaging data), these were shown to be
superior to unimodal models (n=30). For
example, one multimodal approach revealed that
a model combining genomic, metabolomic, and
clinical risk factors was superior in predicting
T2DM (AUC of 0.96) compared to a genomics-
only model (AUC of 0.586) and clinical-only
model (AUC of 0.798)°. Improved performance
of multimodal models can be attributed to inte-
grating multiple types of data such as clinical,
genetic, and biomarker data, providing a com-
prehensive view of an individual’s health status.
However, developing multimodal models is
extremely time-consuming and as a result, it is

challenging to quickly and easily scale such
models. Merging data sources can complicate the
understanding of interactions among modalities
and the rationale behind predictions, resulting in
a scarcity of multimodal AI models for T2DM.
Still, in light of promising outcomes from mul-
timodal models for chronic conditions such as
T2DM, there is a growing effort to create more
individualized multimodal virtual representa-
tions of patients, also known as digital twins. A
digital twin is created using multimodal indivi-
dual patient data, population data, and real-time
input of patient and environmental variables’.

Implementation concerns

While the review by Mohsen et al. suggests pro-
mising Al technologies for T2DM risk prediction,
the results should be approached with caution.
Determining the best-performing model is chal-
lenging, given that the type and combination of
input risk predictors for diabetes (e.g., BMI, waist
circumference, fasting plasma glucose, age, alco-
hol intake, blood pressure, etc.) can influence the
model’s performance. For example, the XGBoost
algorithm—a machine learning algorithm that
uses a sequentially iterative process to learn and
correct previous errors—was used in three
unimodal studies®. Although the same algorithm
was implemented, each study used different risk
predictors and datasets, which resulted in widely
disparate AUC values of 0.91, 0.83, and 0.67°"".
Even with multimodal models, direct compar-
isons across studies must be considered carefully
due to biases such as variations in datasets, eva-
luation metrics, and prediction horizons.

There are further concerns with bias due to the
variability of demographic representation across
models, with many in this study showing a pro-
nounced imbalance of gender, ethnicity, and age.
Only five studies provided insights into calibra-
tion of models and only five conducted external
validations. Most studies did not evaluate the
algorithm’s performance across different demo-
graphic groups or use calibration and fairness
(e.g., demographic parity, equal opportunity)
metrics to assess disparities in predictions across
these groups'*"”. T2DM is a multifactorial disease
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impacted by biological, clinical, and socio-
economic factors. As Black and Mexican Amer-
icans have an increased prevalence of diabetes
compared to their white counterparts, the omis-
sion of certain demographics in training models
could perpetuate existing health inequities for
already at-risk populations and introduce a high
probability of bias'.

To ensure demographic representation in
datasets, it is necessary to implement policies that
require mandatory representation criteria for
approval and adoption. It is important to inte-
grate appropriate evaluation metrics, such as
using Quality Assessment of Diagnostic Accu-
racy Studies (QUADAS) AI frameworks to
evaluate a model’s risk of bias'’. External valida-
tion is also crucial to ensure models can gen-
eralize beyond specific datasets used for training,
The QUADAS Al tool is an evidence-based tool
designed to assess the risk of bias—related to
patient selection, diagnostic test interpretation,
and choice of reference standard—and applic-
ability—generalizability of a study’s findings to
the intended population—of diagnostic accuracy
studies that involve AI. A comprehensive
approach will ensure that equitable and unbiased
Al models are used to prevent exacerbating
existing health disparities.

On the horizon

Al tools in diabetes care, specifically those trained
with a multimodal approach, have promising
applications in risk prediction. However, since
unimodal approaches are still more common-
place, there remains untapped potential in this
field to use more accurate tools that meet the
caliber of clinical care patients deserve. Novel
solutions are necessary on two fronts—data
quality and standardized evaluation metrics.
Comprehensive and diverse data sets to train
models are necessary to create accurate tools.
Especially as health data is continuously collected
to create robust datasets, it is important to orga-
nize and structure the data for potential com-
patibility and interoperability for developing
multimodal algorithms'®. Universal evaluation
protocols are also necessary to mitigate the pro-
pagation of health inequities. The rapid and lar-
gescale adoption of Al in healthcare cannot occur

before the problems in data quality and bias are
addressed—making these two fronts ripe areas of
development for innovations and new technolo-
gies from the private sector. Solutions to encou-
rage collaboration and transparency on these two
fronts could be inspired by structures in other Al
fields, such as open-source platforms, ethical
review processes, and enforcement of bias testing
to uphold a higher standard of practice. To ensure
patient care lies at the center of novel Al tools in
diabetes care, solutions must be rooted in colla-
borative efforts with all stakeholders—clinicians,
researchers, policymakers, and entrepreneurs—
as we continue to innovate in the field of AI and
diabetes.

Serena C. Y. Wang ®' <, Grace Nickel',

Kaushik P. Venkatesh ®',

Marium M. Raza ®' & Joseph C. Kvedar ®'

"Harvard Medical School, Boston, MA, USA.
e-mail: serenawang@hms.harvard.edu

Received: 16 December 2023; Accepted: 5
February
2024Published online: 15 February 2024

References

1. Abramoff, M. D. et al. Autonomous artificial intelligence
increases real-world specialist clinic productivity in a
cluster-randomized trial. npj Digit. Med. 6, 184 (2023).

2. Soupal, J., Haskova, A. & Prazny, M. Response to
Comment on Haskova et al. Real-time CGM is superior to
flash glucose monitoring for glucose control in type 1
diabetes: the CORRIDA randomized controlled trial.
Diabetes Care 2020;43:2744-2750. Diabetes Care 44,
e77-e78 (2021).

3. Nimri, R. et al. Insulin dose optimization using an automated
artificial intelligence-based decision support system in
youths with type 1 diabetes. Nat. Med. 26,

1380-1384 (2020).

4. Ekanayake, P. S., Juang, P. S. & Kulasa, K. Review of
intravenous and subcutaneous electronic glucose
management systems for inpatient glycemic control. Curr.
Diab Rep. 20, 68 (2020).

5. Mohsen, F., Al-Absi, H. R. H., Yousri N. A., HajjN. E., Shah Z.
A scoping review of artificial intelligence-based methods for
diabetes risk prediction. npj Digit. Med. https://doi.org/10.
1038/s41746-023-00933-5 (2023).

6. Liu, J. et al. Metabolic and genetic markers improve
prediction of incident type 2 diabetes: a nested case-control
study in Chinese. J. Clin. Endocrinol. Metab. 107,
3120-3127 (2022).

7. Venkatesh, K. P., Brito, G., Kamel Boulos, M. N. Health
digital twins in life science and health care innovation. Annu.
Rev. Pharmacol. Toxicol. 64: annurev-pharmtox-022123-

022046. https://doi.org/10.1146/annurev-pharmtox-
022123-022046 (2024).

8. Chen, T., Guestrin, C. XGBoost: A scalable tree boosting
system. In: Proc. 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining.
ACM; 785-794. https://doi.org/10.1145/2939672.

2939785 (2016).

9. Liu, Q. et al. Predicting the 2-year risk of progression from
prediabetes to diabetes using machine learning among
Chinese elderly adults. JPM 12, 1055 (2022).

10. Ravaut, M. et al. Development and validation of a machine
learning model using administrative health data to predict
onset of type 2 diabetes. JAMA Netw. Open 4,

2111315 (2021).

11. Wu, Y. et al. Machine learning for predicting the 3-year risk of
incident diabetes in Chinese adults. Front. Public Health 9,
626331 (2021).

12. Barocas, S., Hardt, M., Narayanan, A. Fairness and Machine
Learning: Limitations and Opportunities. https://fairmlbook.
org/pdf/fairmlbook.pdf (MIT Press., 2023).

13. Bella, A, Ferri, C., Hernandez-Orallo, J., Ramirez-
Quintana, M. J. Calibration of machine learning models.
Handbook of Research on Machine Learning Applications
and Trends: Algorithms, Methods, and Techniques.
128-146 (2010).

14. Fang, L., Sheng, H., Tan, Y. & Zhang, Q. Prevalence of
diabetes in the USA from the perspective of demographic
characteristics, physical indicators and living habits based
on NHANES 2009-2018. Front. Endocrinol. 14,

1088882 (2023).

15. Sounderajah, V. et al. A quality assessment tool for artificial
intelligence-centered diagnostic test accuracy studies:
QUADAS-AI. Nat. Med. 27, 1663-1665 (2021).

16. Baltrusaitis, T., Ahuja, C. & Morency, L. P. Multimodal
machine learning: a survey and taxonomy. IEEE Trans.
Pattern Anal. Mach. Intell. 41, 423-443 (2019).

Author contributions
The first draft was written by S.C.Y.W. All other authors provided
critical revisions and approved the final draft.

Competing interests
J.C.K. is the Editor-in-Chief of npj Digital Medicine. The other
authors declare no competing interests.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or
format, as long as you give appropriate credit to the original
author(s) and the source, provide a link to the Creative Commons
licence, and indicate if changes were made. The images or other
third party material in this article are included in the article’s
Creative Commons licence, unless indicated otherwise in a
credit line to the material. If material is not included in the article’s
Creative Commons licence and your intended use is not
permitted by statutory regulation or exceeds the permitted use,
you will need to obtain permission directly from the copyright
holder. To view a copy of this licence, visit http://
creativecommons.org/licenses/by/4.0/.

© The Author(s) 2024

npj Digital Medicine | (2024)7:36


http://orcid.org/0000-0002-5532-071X
http://orcid.org/0000-0002-5532-071X
http://orcid.org/0000-0002-5532-071X
http://orcid.org/0000-0002-5532-071X
http://orcid.org/0000-0002-5532-071X
http://orcid.org/0000-0002-1736-4367
http://orcid.org/0000-0002-1736-4367
http://orcid.org/0000-0002-1736-4367
http://orcid.org/0000-0002-1736-4367
http://orcid.org/0000-0002-1736-4367
http://orcid.org/0000-0001-8050-9402
http://orcid.org/0000-0001-8050-9402
http://orcid.org/0000-0001-8050-9402
http://orcid.org/0000-0001-8050-9402
http://orcid.org/0000-0001-8050-9402
http://orcid.org/0000-0002-7517-2291
http://orcid.org/0000-0002-7517-2291
http://orcid.org/0000-0002-7517-2291
http://orcid.org/0000-0002-7517-2291
http://orcid.org/0000-0002-7517-2291
mailto:serenawang@hms.harvard.edu
https://doi.org/10.1038/s41746-023-00933-5
https://doi.org/10.1038/s41746-023-00933-5
https://doi.org/10.1038/s41746-023-00933-5
https://doi.org/10.1146/annurev-pharmtox-022123-022046
https://doi.org/10.1146/annurev-pharmtox-022123-022046
https://doi.org/10.1146/annurev-pharmtox-022123-022046
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785
https://fairmlbook.org/pdf/fairmlbook.pdf
https://fairmlbook.org/pdf/fairmlbook.pdf
https://fairmlbook.org/pdf/fairmlbook.pdf
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	AI-based diabetes care: risk prediction models and implementation concerns
	Risk prediction
	Implementation concerns
	On the horizon
	References
	Author contributions
	Competing interests




