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Main drivers of Indian Ocean Dipole asymmetry revealed by a
simple IOD model
Soon-Il An 1,2,3✉, Hyo-Jin Park2, Soong-Ki Kim 2, Wenju Cai4, Agus Santoso 5, Daehyun Kim 6 and Jong-Seong Kug 3,7

Indian Ocean Dipole phenomenon (IOD) refers to a dominant zonal contrast pattern of sea surface temperature anomaly (SSTA)
over tropical Indian Ocean (TIO) on interannual time scales. Its positive phase, characterized by anomalously warm western TIO and
anomalously cold southeastern TIO, is usually stronger than its negative phase, namely a positively skewed IOD. Here, we
investigate causes for the IOD asymmetry using a prototype IOD model, of which physical processes include both linear and
nonlinear feedback processes, El Nino’s asymmetric impact, and a state-dependent noise. Parameters for the model were
empirically obtained using various reanalysis SST data sets. The results reveal that the leading cause of IOD asymmetry without
accounting seasonality is a local nonlinear process, and secondly the state-dependent noise, the direct effect by the positively
skewed ENSO and its nonlinear teleconnection; the latter two have almost equal contribution. However, the contributions by each
process are season dependent. For boreal summer, both local nonlinear feedback process and the state-dependent noise are major
drivers of IOD asymmetry with negligible contribution from ENSO. The ENSO impacts become important in boreal fall, along with
the other two processes.
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INTRODUCTION
The Indian Ocean Dipole/Zonal mode (IOD/IOZM) is a dominant
interannual phenomenon in the tropical Indian Ocean (TIO)1–4.
The IOD is characterized by a dipole pattern of SST anomalies
between the southeastern tropical TIO and the western tropical
TIO (Fig. 1)5, and drives a pronounced climate impact on East
Africa, western Indonesia, Australia, India, and many other
regions6–12. The IOD is developed by either internal air-sea
interaction or external forcing such as El Niño–Southern Oscilla-
tion (ENSO). Its evolution follows a seasonal march, namely,
starting during boreal summer, reaching a peak during fall, and
decaying rapidly during winter1,4. It has been known that not only
ENSO triggers an IOD, but also an IOD influences the development
and decay of ENSO13–18.
The IOD grows through the internal feedback processes, external

drivers, and stochastic forcing such as weather noise5,19, where
internal feedback processes include the wind-thermocline-SST
(WTS) feedback1,20, the wind-evaporation-SST (WES) feedback21,
and cloud-radiation-SST feedback22,23, and the external drivers
include ENSO4,23,24, the southern annular mode25, Indo-Pacific
warm pool3,26, and the Indonesian Throughflow27. These growing
mechanisms do not necessarily equally exert on positive IOD and
negative IOD phases. The Indian Ocean dipole mode index (DMI)1

(Fig. 1c) is positively skewed. The DMI is defined as the difference
in SST anomalies between the western TIO (50°E to 70°E and 10°S
to 10°N; IODW) and the southeastern TIO (90°E to 110°E and 10°S to
0°S; IODE). While the skewness of SSTA over the southeastern TIO
(IODE) is greater than that over the western TIO (IODW), it does not
necessarily mean that the skewness of DMI is primarily determined
by IODE. The skewness of DMI is determined by a combination of

the SST variations of each pole, rather than being determined
solely by the sum of their individual skewness values.
Asymmetry in IOD leads to asymmetry in the impact on

precipitation28,29 and marine ecosystems30 through an asym-
metric atmospheric response to SST anomalies. Like in ENSO
asymmetry31–35, the nonlinear dynamical heating, especially zonal
and vertical nonlinear thermal advections had been proposed as a
cause of asymmetry of the IOD11,36, which amplifies the positive
IOD and damps the negative IOD37,38. Nonlinear thermocline
feedback associated with an asymmetric feedback between
thermocline and SST especially over the southeastern TIO was
also suggested for causing positive skewness of the DMI39. As a
thermodynamical cause, asymmetry of SST-cloud-radiation feed-
back was proposed since as the SST decreases, this feedback is
capped due to convective threshold37,38,40, but other studies41–43

argued that this feedback rather weakens the asymmetry. The SST
biases in ocean assimilation data caused such opposite results41.
In addition to internal nonlinear feedback process, the external

process, especially asymmetric ENSO impact on IOD could lead the
asymmetry of IOD in two ways. First, the coherence between El Niño
(La Niña) and the positive (negative) IOD may contribute to the
positive skewness of the IOD, because the amplitude of El Niño is
significantly larger than the amplitude of La Niña31,33,44–46. Second,
the phase-dependent teleconnection of ENSO on the IOD can also
contribute to IOD asymmetry because the El Niño teleconnection on
the positive IOD is greater than La Niña teleconnection on negative
IOD (see Supplementary Fig. 1 and ref. 41).
The role of state-dependent noise on asymmetry characteristics

of ENSO has been proposed47,48, although its actual contribution
was argued as secondary, i.e., less than nonlinear dynamical
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process49. Similarly, the dependency of atmospheric noise on the
IOD was reported in that the variability from synoptic eddies to
Madden-Julian Oscillation (MJO)50 over central-eastern TIO was
significantly weakened during the positive IOD phase51,52. The
high-frequency atmospheric variability is suppressed by anom-
alous vertical westerly wind shear associated with positive IOD,
especially during the developing phase of a positive IOD51, while it
becomes more active during the developing phase of a negative
IOD; furthermore, a possibility of an upscale feedback in the IOD
from high-frequency atmospheric variability to the IOD was
suggested. Similarly, MJO events showed a weaker convection
and less organized wind anomalies during the positive IOD
because of the reduced low-level humidity and opposite case is
also true during the negative IOD52. Atmospheric intraseasonal
disturbances associated with equatorial westerly zonal winds
involve a quick termination of an IOD by generating anomalous
downwelling Kelvin waves53. Therefore, such multiplicative noise
forcing is supposed to play some role in modifying an IOD.
As mentioned above, many studies proposed mechanisms on

asymmetry of the IOD, but their relative and collective roles have
not been quantified so far. In this study, we developed a nonlinear
version of the simple IOD model to explore the origin of
asymmetry of the IOD, of which a linear version has been used
for the study of origin of the IOD growth mechanism5. Nonlinear
process is necessary to understand asymmetry of the IOD as
mentioned above. Therefore, the linear IOD model needs to be
expanded as a nonlinear model, in which both deterministic and
stochastic nonlinearities are incorporated, and the nonlinear
model is used for analyzing the role of various processes in the
asymmetry of the IOD quantitatively.

RESULTS
IOD asymmetry in various ocean reanalysis data sets
In this study, we utilize six ocean analysis data sets, which span
from 1982 to 2015 (Methods). Asymmetry of the IOD was

measured by skewness of SST anomalies31. The spatial skewness
pattern of SST anomalies over the TIO obtained from OISST shows
a moderate positive skewness over the western TIO and a strong
negative skewness over the southeastern TIO (Fig. 1a). A similar
pattern but with smaller amplitude is also observed from ERSSTv5
(Fig. 1b). Other data sets also show a broadly similar pattern (not
shown). Skewness of area-averaged SST anomalies over the TIO
obtained from various ocean reanalysis data sets show a some-
what wide inter-data spread (Fig. 1c and Supplementary Fig. 2).
Maximum skewness of the DMI for the boreal fall season
(September – November; SON) among six data sets was 1.06
(OISST) and the minimum was 0.36 (ERSSTv5). On the other hand,
the inter-data spread in skewness of ENSO indices is small (Fig. 1c
and Supplementary Fig. 2). Such discrepancy between the Indian
Ocean and the Pacific may be related to the much longer moored
buoy observation data in tropical Pacific through Tropical Pacific
Observing System (TPOS) since 198554,55 compared to the Indian
Ocean. In the Indian Ocean, a basin-scale moored buoy array
program called RAMA, which refers to Research Moored Array for
African-Asian-Australian Monsoon Analysis and Prediction, was
initiated in 200056. Understanding the reasons for discrepancy in
inter-product spread between the Pacific and Indian Ocean is
beyond the scope of this study. Here we used all six data sets with
an equal weighting (Methods). We highlight that the skewness of
the DMI is dominated by the southeastern TIO SST anomalies
(Fig. 1c).

IOD asymmetry reproduced by using a nonlinear IOD model
To investigate the cause of the IOD asymmetry, we updated the
linear IOD model5 to the nonlinear version as follows;

∂T
∂t

¼ λmT þ β1;mEðtÞ þ β2;mEðtÞ2 þ γmT
2 þ σm 1þ BmTð Þξt (1)

Where T is DMI (oC); E(t) is ENSO forcing (i.e., Nino3.4 index); and ξt
is a Gaussian white noise with a zero mean and unitary standard
deviation. Physically, λm, β1;m, β2;m, γm, σm and Bm respectively

Fig. 1 Skewness of tropical Ocean SST anomalies. Skewness of SST anomalies over tropical Indian (SON season) and Pacific oceans (DJF
season) obtained from a OISST and b ERSSTv5. Scale bars in Skewness are in the right side of each panel. c Skewness of DMI (IODW minus
IODE), IODW (SSTA averaged over western box in TIO), IODE (SSTA averaged over eastern box in TIO), Nino3.4 (SSTA over 5°S-5°N, 170°W-
120°W), Nino3 (SSTA over 5°S-5°N, 150°W-90°W) and Nino4 (SSTA over 5°S-5°N, 160°E-150°W) indices. c is obtained from multi-product
ensemble of six different reanalysis data sets (ERSSTv5, HadISST, OISST, ORAS5, SODA, GODAS). Red error bar indicates the inter-product
spread corresponding to one standard deviation. Units in Skewness are normalized third moment so dimensionless.
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represent parameters for a comprehensive local linear feedback,
ENSO-driven linear impact on the IOD, ENSO-driven nonlinear
impact on the IOD, comprehensive local nonlinear feedback,
amplitude of stochastic forcing, and the IOD state-dependent
noise (see Introduction and ref. 5). Each parameter was computed
on each calendar month, indicated by the subscript m, for each
dataset. The temporal correlation between the actual DMI and the
reproduced DMI only by the deterministic components (i.e.,
without stochastic forcing) where the initial condition of this
simulation was arbitrary chosen and ENSO forcing was prescribed
at each time step, was 0.48 ± 0.027 (mean of six datasets ± one
standard deviation), which is mainly attributed to a close
relationship between IOD and ENSO. Nevertheless, this correlation
is higher than that between actual DMI and Nino-3.4 index, that is
0.35 ± 0.019.
The parameter λm shows a strong annual cycle with a

predominantly negative value for the whole year except for July
(Fig. 2a), indicating a linear damping (or linear stability), which is
weakest in June to September, the typical growth phase of the
IOD. This annual evolution of linear damping would maximize the
IOD around October, because a crossing from above mean of λm
to below mean occurs between September and October. β1;m is
mostly positive except for boreal winter, and it shows a kind of
semi-annual cycle with April and September peaks (Fig. 2b). These
two peaks indicate that the ENSO may have both triggering (April)
and amplifying (September) effects on the IOD. β2;m shows overall
the positive values from May to November with the maximum in
June (Fig. 2c), and thus asymmetry in ENSO-teleconnection on the
IOD is the most dominant during June. γm does not exhibit
apparent annual and semi-annual features (Fig. 2d) with peaks in
April, June, September and December, and the inter-data spread is
quite large, especially from January to May. σm is positive for
throughout the year (Fig. 2e), thus consistently contributing to the
enhancement of the IOD variability. Especially high σm during the
boreal spring to summer may be associated with initiation of
the IOD by a stochastic forcing. Bm shows a positive peak in June

(Fig. 2f), which can increase skewness of a system57. However, the
positive Bm appears to contradict the previously suggested
tendency of weak and strong high-frequency atmospheric
variability (synoptic to intraseasonal timescale) during the positive
and negative IOD events, respectively51. This is because the
stochastic forcing in this study is not explicitly diagnosed as the
actual high-frequency atmospheric variability, but as a residual.
This point is discussed in the last section.
To understand the reason for each parameter’s annual features,

a mixed layer heat budget analysis would be required. However,
that is not the main purpose of our study, which shall be left for
others or a future study. Instead, our present focus is to examine
whether our statistical IOD model works well to capture the
observed IOD’s statistical properties.
As shown in Fig. 3, variance and skewness* of the DMI at each

calendar month obtained from the IOD model closely resemble
those from the six reanalysis data sets. Here, we use the non-
normalized third moment (denoted skewness*) instead of
skewness (i.e., normalized third moment), because of strongly
exaggerated skewness by too small variance during the winter
season. Note that the ensemble-mean maximum skewness*
occurs in November in the reanalysis data but in October in the
model, and the overall skewness* is slightly underestimated by
the model. Nonetheless, the results verifies that this simple IOD
model is capable to reproduce the reanalysis IOD properties with a
good degree of fidelity.

Main driver of IOD asymmetry
To find the main drivers of the IOD asymmetry, we conducted
sensitivity experiment using the nonlinear IOD model, in which we
turn off one process at a time while all others are left on. By doing
so, we could quantify each process’s contribution to variance and
skewness. Variance and skewness of DMI for all seasons obtained
from six reanalysis data are 0.211 and 0.688, respectively; and the
reproduced variance and skewness of the DMI by the simple IOD

Fig. 2 Parameters of IOD model. Annual changes in parameters of the nonlinear IOD model. a λm, (b) β1;m, (c) β2;m, (d) γm, (e) σm, and (f) Bm.
Solid lines are ensemble-mean of each parameter obtained from six reanalysis data and the shading represents one-standard ensemble
spread of inter-data. Units are indicated in the left of each panel.
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model are 0.204 and 0.596, respectively. That is, 97% of the actual
variance and 87% of the actual skewness are reproduced,
indicating the nonlinear IOD model works very well.
Here, we focus on sensitivity experiment for four parameters

(β1;m, β2;m, γm, Bm) which influences the IOD asymmetry. Without
β1;m, which measures a direct impact of ENSO, variance of the DMI

was reduced by 21.4% (Supplementary Fig. S3), and skewness of
the DMI was also reduced by 22.04% of their corresponding
reproduced values (Fig. 4a). This suggests that ENSO directly and
notably contributes to both DMI variance and skewness. Without
β2;m, on the other hand, the DMI variance was not changed much
(4.6% reduction), but the DMI skewness was reduced by 27.07%,

Fig. 3 Variance and Skewness of observed and model-reproduced DMI. Ensemble-mean (black curve) and ensembles of (a, b) variance
(second moment) and (c, d) skewness* (third moment) of DMI for each calendar month. a, c From reanalysis data and b, d from the IOD model.
The shading represents one-standard ensemble spread of the six-reanalysis data (a, c) and the model-reproduced quantities (b, d). In (b, d),
‘ERSSTv5’ indicates the model-reproduced output using parameters obtained from ERSSTv5; and likewise other data sets. Skewness* indicates
the third moment without normalization.

Fig. 4 Model sensitivity in DMI skewness to each parameter. Changing rate (%) in skewness by removing one of processes in the nonlinear
IOD model against that with whole processes. Averages for a all months, b June-August and c September-November. Omitted parameters are
indicated in x-axis. Larger the negative values indicate stronger its effect in inducing IOD asymmetry.
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suggesting that ENSO-induced asymmetric teleconnection effect
does not significantly influence IOD amplitude but induces
positively skewed IOD. Similarly, without γm (nonlinear local
feedback) and Bm (state-dependent noise), there was little change
in DMI variance (3.6% and 1.6% reduction, respectively), but large
reduction in the DMI skewness of 38.0% and 21.0%, respectively.
In summary, all four process terms play a role in driving the
skewness of DMI. Specifically, the nonlinear local feedback (γm) is
the primary driver, and ENSO-induced asymmetric teleconnection
(β2;m) is secondary along with the state-dependent noise (Bm) and
ENSO’s direct impact due to positively skewed properties of ENSO.
The three nonlinear processes (β2;m, γm, Bm) do not play
appreciable role in modifying DMI variance (Supplementary
Fig. S3).
The relative contribution to IOD asymmetry by each process

varies with season (Fig. 4b, c). For JJA (June to August), skewness
of the DMI without each of the four parameters (β1;m, β2;m, γm, Bm)
was reduced by 1.4, 5.9, 43.3 and 46.5% of the reproduced
skewness, respectively. While for SON (September to November),
skewness of DMI without four parameters (β1;m, β2;m, γm, Bm) was
reduced by 41.0, 26.8, 32.4 and 21.4% of the reproduced
skewness, respectively. Here, we do not discuss boreal winter
and spring cases because of the small skewness* of the DMI in
these seasons (Fig. 3). As we expect, for the boreal summer,
because of relatively stronger local air-sea coupling, the roles of γm
and Bm are dominant; and for the boreal fall, as ENSO continues to
grow, the role of the ENSO on DMI skewness through parameters,
β1;m and β2;m, becomes larger than in summer.

DISCUSSION
In this study, a prototype nonlinear IOD model was developed,
which reveals the origin of IOD’s amplitude asymmetry quantita-
tively. This model incorporates both linear processes as docu-
mented in the previous studies5,19 and nonlinear processes which
include a comprehensive local nonlinear feedback, ENSO-driven
nonlinear teleconnection effect on IOD, and state-dependent
noise forcing. The IOD model well reproduced the observed IOD
variance and skewness, as well as their seasonality. Therefore, to
quantitatively evaluate the contribution of each process to IOD
asymmetry, we use the nonlinear IOD model that is difficult to
diagnose directly from observations. By performing sensitivity
experiments in which one of these processes is switched off, we
found that the local nonlinear feedback is the primary factor for
the IOD asymmetry. However, the dependency of the IOD
asymmetry on each nonlinear process displays seasonal variation
such that for the boreal summer, local nonlinear feedback and
state-dependent noise have the largest impact with almost equal
contribution, and the impact of ENSO is negligible; for the boreal
fall, the direct effect of ENSO teleconnection (i.e., El Niño-La Niña
asymmetry) plays the most important role, yet the impact of the
local nonlinear feedback is still comparably important. In this
study, we could not specify which local feedback process is the
most responsible for growth and asymmetry of IOD because the
comprehensive local linear and nonlinear feedbacks were
estimated empirically. To explore this, a detailed heat budget
analysis is required.
There are a couple of caveats. First and foremost, the

orthogonality between two different terms was not strictly held.
Physically this is not a problem because the processes are linked
to each other, and the intrinsic nonlinearity can lead to interaction
between two different processes. However, in terms of quantifying
each process in driving IOD skewness based on the sensitivity
experiments, it would be cleaner if each process were to be
independent. For reliability test, we performed the same experi-
ment as in Fig. 4 except that we retained a half of one of
parameters at a time. The % change in skewness of DMI shows a
reduction in a somewhat linear fashion compared to the original

sensitivity experiment (Supplementary Fig. S4). Additional experi-
ments, in which values of two parameters are reduced to be half
at the same time, also produced quite similar % change in both
variance and skewness of DMI compared to a simple sum of each
corresponding parameter’s effect (Supplementary Fig. S5). There-
fore, these results support that our approach to quantify individual
effect of each process is quite reasonable. Second, the physical
mechanism on the state-dependent process has not been fully
unveiled so far. Detailed heat budget analysis may give us some
clues on how state-dependent process works. Furthermore, the
noise forcing term was computed not directly from the weather
noise data (i.e., short-interval data) but from the residual after
fitting the monthly-mean data, and thus the noise forcing in this
study includes all other processes resolved in monthly timescale,
which are not explicitly formulated as deterministic processes in
Eq. (1). Atlantic ocean’s impact on IOD may be one of these
factors58–60. Nevertheless, the current IOD model explains 97% of
the actual variance and 87% of the actual skewness, and thus our
results are quite reliable.
Notwithstanding this nonlinear IOD model is applicable in many

aspects. First, it can be used for IOD prediction. In this case, the
initial conditions and ENSO index should be carefully considered.
Second, it can also be utilized for understanding IOD amplitude
and asymmetry in climate models. By computing parameters in
this IOD model using the climate model outputs, we could get
clues on how IOD amplitude and asymmetry vary, and which
physical processes are dominant in driving them across models;
and how the IOD is related to ENSO in the climate models. For
example, IOD skewness (and ENSO asymmetry) tends to be
underestimated in most climate models61,62, then using this IOD
model we can understand to what extent this underestimation is
due to local processes vs ENSO teleconnection. The results imply
that reducing IOD skewness bias would require reducing ENSO
asymmetry bias, not just biases within the Indian Ocean. Third, this
model can be used for understanding decadal variation of the IOD
and its linkage to ENSO63,64. From this application, we could
answer as to whether the decadal modulations of IOD character-
istics are due to the background condition change in tropical
Indian Ocean or change in ENSO itself.

METHODS
Ocean reanalysis data
In this study, six different ocean temperature products with
monthly resolution were utilized.

1. ERSST (Extended Reconstructed Sea Surface Temperature
Version 5)65 is a global monthly SST reconstruction based on
ICOADS SST anomalies with 2° × 2° horizontal resolution
starting from 1854. The newest version of ERSST version 5,
uses new datasets from ICOADS Release 3.0 (SST), coming
from Argo floats above 5 meters, Hadley Centre Ice-SST
version 2 (HadISST2) ice concentration.

2. HadISST (Hadley Center Global Sea Ice and Sea Surface
Temperature Version 1.1)66 is an SST analysis with a
horizontal resolution of 1° × 1° starting from 1870. It was
built on an EOF‐based Reduced Space Optimal Interpolation
(RSOI) technique, using SST observations from ICOADS, the
Met Office Marine Data Bank (MDB), and satellite products
(1982 onward). Noninterpolated observed SST anomalies
were then superimposed onto the reconstructed SST to
improve the localized variability.

3. OISST (NOAA Optimum Interpolation SST version 2)67 based
on satellite products and in situ data from ships and buoys is
constructed using Optimum Interpolation technique with a
horizontal resolution of 1° × 1° grids starting from 1982. This
product is regarded as most accurate and reliable to the
observations.
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4. ORA‐S5 (European Center for Medium‐Range Weather
Forecasts Ocean Reanalysis System 5)68 is a historical
reconstruction of the ocean and sea‐ice state built on the
ECMWF OCEAN5 system, new global eddy-permitting
ocean-sea ice ensemble reanalysis system. This product
includes 5 ensemble members (the member used in this
study is named “opa0” with a resolution of 1° × 1°) and
starting from 1979. ORA‐S5 also assimilates an in‐situ
temperature and salinity data set named EN4, which
includes all conventional oceanic observations like Argo,
moored buoys, and ship measurements, except using an
ocean model with a horizontal resolution approximately
25 km in the tropics and 75 vertical levels.

5. SODA (Simple Ocean Data Assimilation version version
3.3.1)69 based on the Modular Ocean Model (MOM) version
5 with finer a horizontal resolution of 0.5° × 0.5° and a
vertical resolution of 50‐ levels was also used. SODA 3.3.1 is
forced by MERRA2 and spanning the 36-year period
1980–2015. The observations used in SODA include the
World Ocean Database of historical hydrographic profiles,
in‐situ SST from the International Comprehensive Ocean‐
Atmosphere Data Set (ICOADS), and satellite data. The
potential temperature at 5 m is used to represent the SST.

6. GODAS (National Centers for Environmental Prediction Global
Ocean Data Assimilation System)70 is a reanalysis based on a
quasi-global configuration of MOM Version 3 (MOM3) with a
horizontal resolution of 1° × 1°, enhanced to 1/3° in latitude
within 10° of the equator, and 40 vertical levels, and it started
from 1980. GODAS has assimilated observations from the
Tropical Atmosphere Ocean (TAO) TRITON and PIRATA
mooring and Argo profiling floats etc. The potential
temperature at 5m is used to represent the SST.

This study focuses on the time period of 1982–2015, during
which all products are available.

Parameter computations
In Eq. (1), parameters λm, β1,m, β2,m and γm are calculated using the
DMI and Nino3.4 indices obtained from 6 ocean reanalysis
datasets by applying a least-square method at each calendar
month. σm is calculated as a standard deviation of the residual. Bm
is calculated by using optimization method so that residual/
σm 1þ BmTð Þ follows a gaussian distribution. The subscript ‘m’
indicates the calendar month (m= 1,…,12), and the parameters
are calculated separately for each calendar month. After that,
using the fitted parameters, the DMI was reproduced by
integrating the model (1).

Model experiments
DMI was reproduced by solving the stochastic differential
equation. Gaussian random number (ξt ~ N(0,1)) was inputted as
stochastic forcing term. Euler-Maruyama scheme, the simplest and
most common scheme, was used. The simple model was
integrated with the same length as actual DMI and 10,000 DMI
timeseries (10,000 noise ensemble) were reproduced by inputting
another gaussian noise. The initial values were set to them of the
actual DMI. Finally, the statistics (variance and skewness)
simulated by the conceptual model were obtained as the mean
of them calculated for each noise ensembles.

DATA AVAILABILITY
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