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Increased wintertime European atmospheric blocking
frequencies in General Circulation Models with an
eddy-permitting ocean
Simon L. L. Michel 1✉, Anna S. von der Heydt1, René M. van Westen1, Michiel L. J. Baatsen 1 and Henk A. Dijkstra 1

Midlatitude atmospheric blocking events are important drivers of long-lasting extreme weather conditions at regional to
continental scales. However, modern climate models consistently underestimate their frequency of occurrence compared to
observations, casting doubt on future projections of climate extremes. Using the prominent and largely underestimated winter
blocking events in Europe as a test case, this study first introduces a spatio-temporal approach to study blocking activity based on a
clustering technique, allowing to assess models’ ability to simulate both realistic frequencies and locations of blocking events. A
sensitivity analysis from an ensemble of 49 simulations from 24 coupled climate models shows that the presence of a mesoscale
eddy-permitting ocean model increases the realism of simulated blocking events for almost all types of patterns clustered from
observations. This finding is further explained and supported by concomitant reductions in well-documented biases in Gulf Stream
and North Atlantic Current positions, as well as in the midlatitude jet stream variability.
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INTRODUCTION
Extreme weather events are expected to increase in the coming
decades as a result of anthropogenic climate change1–3, but the
extent of this increase remains highly uncertain4. Midlatitude
atmospheric blocking is one of the most important phenomena
contributing to the development of extreme weather events.
Blocking is characterized by abnormally high and long-lasting (i.e.,
several days) pressure anomalies in the atmosphere at mid-
latitudes. When such an event occurs, the anticyclonic high-
pressure system disrupts the usual eastward propagating synoptic
flows, resulting in deflected jet streams along the blocking’s
edges. These large changes in jet stream pathways, as major
drivers of storm tracks and weather systems, have significant
meteorological consequences for a wide range of regions5–8.
There are numerous examples of past episodes that have left an

imprint on collective memory as a result of the impacts of
atmospheric blocking: the August 2003 heatwave in Europe,
which resulted in an excess of 30,000 deaths9, the unusually large
number of extreme cold spells that occurred in Europe in winter
2009/201010, or the recent exceptional heatwave that occurred in
Canada in early summer 2021. The latter event resulted in a
temperature record high in British Columbia (up to 49 °C), causing
increased mortality and economic damages11. Atmospheric
blocking events with less severe societal and ecological impacts
occur quite frequently, but their presence varies greatly across
regions and seasons12. However, they drive a large proportion of
long-lasting and large-scale precipitation and temperature
anomalies, explaining significant portions of weekly to intrasea-
sonal climate variability across a wide range of regions13.
Thus, in the context of climate change, understanding future

atmospheric blocking locations, fingerprints, longevities, and
frequencies is crucial for developing accurate adaptation plans
in a wide range of societal and economic fields, such as
agriculture, energy, tourism, and urbanism. However, the main
tool we can rely on to study future blocking activity, namely

General Circulation Models (GCMs) of climate, mostly fail at
simulating the observed atmospheric blocking characteristics over
the historical period, particularly in terms of frequency of
occurrence8,14. Indeed, it has been demonstrated that none of
the GCMs used in the last three Coupled Model Intercomparison
Projects (CMIP3, CMIP5, and CMIP6) can reproduce the observed
blocking frequencies from reanalysis data14. This is particularly
true in areas and during seasons where atmospheric blocking
events are more prominent and have a greater societal impact.
Winter European Atmospheric Blocking events (WEABs), for
example, are among the most prevalent blocking types, with
CMIP3 to CMIP6 GCMs all highly underestimating their frequen-
cies14,15. This raises legitimate concerns that GCM projections in
such areas may be significantly untrustworthy, as major extreme
events caused by WEABs would not be accounted for.
Several studies have attempted to identify sources of improve-

ment for increasing the realism of WEABs simulated by GCMs. For
instance, a study16 illustrated that Sea Surface Temperature (SST)
biases related with a model-wise consistent southward-biased
position of the North Atlantic Current17 found in many GCMs, can
account for the lack of blocking occurrence over the North Atlantic
Ocean and Europe. Indeed, they showed that an atmosphere-only
model can accurately reproduce blocking frequencies detected
from the ERA40 reanalysis, while its coupling with an ocean model
with large biases in North Atlantic SSTs leads to strongly reduced
blocking events16. Furthermore, when using the same coupled
GCM and applying a correction for the mean SST bias, this study16

produced much more accurate blocking frequencies. Similarly, it
was shown that WEAB frequencies are largely influenced by SSTs
of the Gulf Stream region18, which are poorly simulated by most
GCMs19. Increased horizontal resolution of the atmospheric model
has also been shown to better depict WEAB frequencies20–22,
whereas increased orographic resolution for a given atmospheric
resolution results in improved blocking frequencies20. Finer
atmospheric grids, however, do not guarantee improvement, as
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decreases in performance have been observed in several cases21.
The improvement was also shown to be model-dependent in a set
of SST-forced atmospheric global circulation models22. Other
biases in GCMs, for instance in tropical convection23 and the
resulting precipitation distribution24, also account for a significant
underestimation of WEABs. In summary, it appears that detected
and undetected model biases16,18,23 all contribute together to the
underestimation of WEAB frequencies by coupled GCMs8,14.
Therefore, this issue constitute a major challenge in coupled
climate modeling, and the identification of new sources of WEAB
frequency bias reduction is essential8,14.
Multiple studies showed that several GCM biases, notably in SST

patterns, are reduced when using strongly eddying ocean models
compared to the standard low-resolution ones25–28, which are still
highly prominent in the current CMIP6 GCM generation29. In this
respect, refining the horizontal grid spacing of ocean models to
less than 0.25° allows the simulation of mesoscale eddies in the
ocean. Therefore, ocean models fine enough to resolve the Rossby
radius and thus to simulate the largest eddies at low to mid
latitudes need a nominal resolution of at least 25 km30. Mesoscale
eddies typically span 20 to 100 km and contribute significantly to
both horizontal and vertical heat and salt exchange31. At the
surface, the horizontal distribution of heat driven by mesoscale
eddies importantly contribute to sharp SST gradients, thus acting
on the atmospheric boundary layer and higher atmosphere
through variations in surface stability on momentum transfer,
cloud cover and pressure gradients32. They have notably been
shown to contribute significantly to the realism of air-sea
interactions in GCMs, as well as large-scale oceanic features33–35.
In this study, we analyze WEABs in a set of 49 model simulations

from 24 GCMs, each with its own ocean and atmospheric model
resolutions (Table 1). Of these simulations, 16 resulted from GCMs
with an eddy-permitting (EP) ocean resolution and 33 come from
GCMs with no-eddy (NE) ocean resolution. As observations for
GCMs evaluation, we use daily data from the ERA5 reanalysis
dataset36 for the 36-year-long period 1979-2014. Subsequent
years are not considered because the historical model simulations,
with which we will compare the reanalysis data, are not run over
this period29. We also do not use the ERA5 extension from 1950 to
1978 to avoid adding uncertainties, because this extension is
based on less assimilated data36. In the following, the study area
for WEABs is restricted to the Euro-Atlantic sector (50°W–50°E,
30°N–75°N) and for winter (December-January-February, DJF) days
only, whose number varies slightly depending on the model
calendar (Table 1). For blocking detection, a widely used two-
dimensional blocking index matrix is first computed from
geopotential heights at 500 hPa14,15,37,38 (Z500) and only blocking
situations of 4 (consecutive) days or more are accounted to only
consider large-scale, long-term, and impactful WEAB occurrence
as usually done14,15 (see Methods). Considering the spatial
distribution of ERA5 blocking frequencies from 1979 to 2014, we
find that most blocking occurrences occur north of 40°N and are
centered over western and northern Europe, as well as Greenland,
which is consistent with previous research8,14,15,21 (Fig. 1a). When
investigating biases for both EP and NE GCM simulations which
will be used in the following, we notice at first glance that larger
biases appear in areas with large blocking occurrences: western
Europe, Nordic and Baltic seas, as well as Greenland (Fig. 1b, c). A
large number of grid points where blocking frequencies biases are
significantly different (at the 90% confidence level) between the
two groups is found, most notably at the advantage of EP models
in areas of large blocking occurrence (Fig. 1d).
This first result is in line with results from a very recent study

that found significantly larger spatially-averaged instantaneous
blocking frequencies over the Euro-Atlantic sector north of 40°N
for GCMs with EP ocean components in a set of 17 coupled
simulations39. They explained this improvement by reduced biases
in meridional SST gradients over the North Atlantic, which are

strongly related to the large cold SST bias in the central North
Atlantic found in most GCMs and formerly explained by a
southward-biased position of the North Atlantic Current path16,40.
As hypothesized by former studies16,40,41, such biases in SST
patterns lead to biased low-level baroclinicity and vertical air
motions, thus acting on the eddy-driven jet variability and
blocking. However, although this recent study39 investigated
several biases in jet-stream-related atmospheric circulation
features and air-sea interactions, their investigation concerning
WEAB remains limited. First, they consider instantaneous blocking
frequencies, meaning that noisy and short (less than 4 days)
blocking situations are accounted for, which can be problematic
as a limited area being blocked for one or two days may not result
in a significant and statistically detectable weather extreme39.
Second, their study is based on single realizations from 17 GCMs,
but this model ensemble is, at the end, composed of different
versions from 7 GCMs, which differ in their oceanic and
atmospheric models’ resolutions39. Such an experimental setup,
however, led the authors to conclude that when considering
different versions of a given GCM, the shift from NE to EP ocean
model resolution consistently results in increased instantaneous
WEAB frequencies. However, they also found no consistence
throughout their relatively small model ensemble and concluded
that the latter result is strongly model-dependent39. In addition, as
GCMs with EP ocean model resolutions have generally higher
atmosphere model resolutions than NE ones, and as increased
atmospheric resolutions generally leads to improved simulated
WEABs21, it is difficult to disentangle the effects of increased
ocean and atmosphere model resolutions on their result. Here, we
investigate whether the EP ocean grid effect on simulated
WEABs39 can be generalized by: i) looking at a much larger set
of coupled simulations from a wider range of climate modeling
centers (7 against 17 here, Table 1), and ii) comparing the results
to simulated blocking frequencies from another relatively large set
of 31 atmospheric model simulations with prescribed SSTs based
on atmospheric models of a subset of the coupled GCMs
investigated (Table 2). The purpose of such an extensive analysis
is to study the effect of the EP ocean resolution without
accounting for the effect of atmospheric grid resolutions. Last
but not least, the latter study focused on instantaneous blocking
frequencies spatially averaged over a large area. Therefore, they
did not check whether GCMs simulate long-standing and spatially-
consistent blocking events at right locations and with accurate
frequencies compared to reanalysis data. In summary, while this
recent research suggests that mesoscale-resolving ocean resolu-
tions may aid in decreasing biases in simulated WEABs for a given
GCM, a clearer picture of the exact effect of EP ocean resolution
beyond the role of atmospheric model resolutions in simulating
large-scale and impactful WEAB events is still required.
To provide a more comprehensive sensitivity analysis than

previously39, we first introduce an approach to study GCM ability
in simulating WEABs, both in terms of frequency and location42–45,
based on a k-means clustering on the commonly used two-
dimensional blocking index matrix depicted above (see Methods).
This clustering allows for the separation of detected blocking
situations into distinct groups of spatially coherent patterns, with
only clustered blocking situations being accounted for. Subse-
quently, sensitivity analyses for each blocking pattern are carried
out and we show that total blocking frequencies through all
clusters are significantly improved in EP GCMs compared to NE
ones. We further show that EP GCMs outperform NE GCMs in
reproducing the wintertime Gulf Stream and North Atlantic
Current positions and mean SST distributions, as well as in
resolving patterns of variability in the high troposphere geopo-
tential heights. Therefore, based on earlier work16,18,19,39,40 and
our 49 GCM simulations ensemble, we hypothesize that GCM bias
reductions induced by the presence of mesoscale eddies act as a
strong source of improvement for simulating more accurate WEAB
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frequencies and locations. This finding implies that greater
confidence can be attributed to paleoclimate simulations or
future projections of WEAB activity and the underlying occurrence
of climate extremes when using coupled GCMs with an EP ocean
resolution. As a result, our findings strongly encourage climate
modeling centers to shift toward coupled models with an EP
ocean component in future CMIP updates to accurately study the
future evolution of WEAB phenomena and related extremes in the
context of anthropogenic climate change, which will greatly assist
policymakers in designing effective climate adaptation strategies.

RESULTS
Clustering of blocking events in reanalysis data
We first compute a k-means clustering46 from the time-varying 2-D
blocking index to classify the different DJF days based on the
spatial distribution of their blocking situations (Methods). The data
used here for the clustering differ from earlier studies in that they
either used geopotential height43,44 or sea level pressure42,45

fields. A major difference with these studies is that we here make a
classification of DJF days where only spatially-consistent patterns
of blocked grid points for four consecutive days or more are
accounted for. The parameter k is tuned using Monte-Carlo
sampling, which begins at k= 2 and ends when it is determined
that there is no gain in terms of newly detected blocking type
after increasing k by one (Methods).
For ERA5, we find a number of k= 6 clusters (Methods). The first

cluster, consisting of 71.87% of the DJF days from 1979 to 2014
(i.e., 2335 of the 3249 days), is, as expected, the “non-blocking"
situation. For non-blocking type situations, no consistent blocking
footprint is found, where the highest blocking frequency among

the cluster only reaches 5.3% across all grid points within the
study area (Supplementary Fig. 1). The second group is composed
of days when a blocking located over Western Europe (WE)
occurred (Fig. 2a). This group accounts for 7.63% of all DJF days for
the period 1979–2014. The third group consists of days when
blocking occurs over Greenland (Gr.) and comprises 6.4% of DJF
days for the period 1979-2014 (Fig. 2b). The remaining blocking
types are located in the North Sea (NS, 5.79%), Baltic Sea (BS,
4.68%), and Scandinavia (Sc., 3.63%), respectively (Fig. 2c–e).
Overall, the clear blocking footprint patterns obtained from the
k-means confirm the relevance of its application.
In addition, the daily-averaged anomalies (relative to the daily

climatologies) within days clustered for each blocking type are
used to compute blocking fingerprints (Fig. 2). Each WEAB type
has a distinct pattern in 2-meter temperature, precipitation, and
sea level pressure anomalies but some patterns share some
similarities (e.g., NS and BS, Fig. 2). In contrast, some blocking
types have nearly opposite impacts on temperature and
precipitation, with some associated with negative (Gr.) or
positive (WE) North Atlantic Oscillation patterns. As a further
confirmation of the blocking clustering, we also observe surface
pressure anomalies that coincides with the blocking footprints
(Fig. 2a–e). Finally, we find a slightly significant pattern of
positive North Atlantic Oscillation fingerprints for surface
temperatures and precipitation in non-blocking situations, with
much lower amplitudes of averaged anomalies than in blocking
situations (Supplementary Fig. 1). This finding is consistent with
an overall higher probability of WEAB occurrence during
negative North Atlantic Oscillation episodes10, as recently
demonstrated for the CERA-20C reanalysis covering 110 years47.
When comparing our clustering result to those from previous

Fig. 1 Spatially distributed blocking frequencies and biases in reanalyses and coupled model data. a Blocking frequencies from ERA5 for
blocking situations of 4 days or more. White grid points indicate blocking frequencies of 0%. b, c Mean biases of blocking frequencies (in
points) for the 33 no-eddy (NE) and the 16 eddy-permitting (EP) General Circulation Model (GCM) simulations, respectively. White colors
indicate observed blocking frequencies (a) of 0%. d Difference in mean biases for GCMs with EP (c) and NE (d) ocean model resolutions. For
grid points, green colors indicate that EP GCMs have a significantly lower mean bias than NE GCMs at the 90% confidence level whereas pink
colors indicate that NE GCMs have a significantly lower mean bias than EP GCMs at the 90% confidence level. White colors indicate observed
blocking frequencies (a) of 0% or no significant mean bias differences using a two-tailed Student’s t test with a 90% confidence level.
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studies42,45, we find similar patterns, though with some notable
differences. One main difference is that our clustering dis-
crimates Gr. and Sc. WEAB types, whereas they were clustered
together in these studies. The differences found may be due to
the different experimental setups. Indeed, they42,45 used

different study periods (i.e., 1949–2001 and 1950–2000, respec-
tively), different datasets (i.e., NCEP reanalysis and ARPEGE
atmosphere GCM, respectively), different study areas (larger than
the present one), and another climate variable (i.e. sea level
pressure for both).

Fig. 2 Frequencies of clustered blocking types and associated climate fingerprints. Clustered Western European Atmospheric Blocking
(WEAB) types by k-means (a–e) and associated averaged daily anomalies (according to daily climatologies) of sea level pressure (a-e, contours),
temperature at 2 meters (T2m) (f–j), and precipitation (k–o) from ERA5 reanalysis data for the period 1979–2014. Blocking footprints in (a–e)
are calculated by summing the two-dimensional blocking index matrix composed of ones and zeros (Methods) over the days clustered for
each blocking types. The fraction of DJF days clustered is indicated at the top of blocking footprint maps for each blocking type: Western
Europe (WE), Greenland (Gr.), North Sea (NS), Baltic Sea (BS), and Scandinavia (Sc.). Numbers between brackets indicate the blocking fractions
obtained when excluding the non-blocking days (i.e., 71.87% of the total). Green (respectively purple) contour lines in (a–e) indicate 5 hPa
levels of positive (respectively negative) sea level pressure daily anomalies (according to daily climatologies) for days of each cluster. For
climate fingerprints (f–o), white colored grid points indicate no significance at the 95% confidence level from a two-tailed Student’s t test.

S.L.L. Michel et al.

6

npj Climate and Atmospheric Science (2023)    50 Published in partnership with CECCR at King Abdulaziz University



Increased blocking frequencies in EP GCMs
We use daily data of the 49 simulations from the 24 CMIP6 GCMs29

presented in Table 1 and Fig. 1, on which 11 (20 simulations of 49)
participate to the HighResMIP activity48 for the same period as
ERA5 (1979-2014). The hist-1950 experiment is used for the GCMs
participating to HighResMIP while the CMIP6 historical experiment
is taken for the remaining ones. Although HighResMIP runs were
made with a relatively high number of EP GCMs compared to
classical CMIP6 runs, some EP GCM simulations can be found for
the historical experiment and NE GCM simulations are present for
the hist-1950 one (Table 1). It must be noted that the aerosol
forcings from hist-1950 and historical experiments differ48, which
may impact the sensitivity analyses to ocean grid resolutions
carried out below. In addition, simulations for these two
experiments start at different years (1950 and 1870, respectively),
so they were not initialized in the same way. Consequently, an
additional sensitivity analysis for the difference in GCM experi-
mental setups will be proposed in the following.
For each GCM, up to 3 realizations are used for the study, when

available (Table 1). In the end, the model ensemble is composed
of 16 simulations from 8 EP GCMs and 33 simulations from 16 NE
GCMs (Table 1). These data were downloaded from the ESGF
portal, where daily Z500 data for HighResMIP models are not yet
exhaustively provided for all existing runs. Therefore, the High-
ResMIP models we have used for this study are those for which
Z500 data were made available. For a complete list of existing
HighResMIP simulations, the reader may refer to the related
publication48.
For each GCM, the same clustering approach as for reanalysis

data with the same k= 6 parameter is computed. Using spatial
correlations, a given blocking type clustered from a GCM output is
compared to those clustered from ERA5. If at least one of these
spatial correlations is higher than 0.5, the GCM cluster is assigned
to the ERA5 blocking type with the highest spatial correlation
(Methods). This is carried out for all clusters derived from the 49
GCM simulations.
Considering the blocking type assignment for GCM simulations

described in Methods and the above paragraph, Fig. 3a shows the
blocking frequencies for each blocking type, for each of the GCMs
listed in Table 1. The average frequencies for all blocking types are
significantly underestimated for the whole GCM ensemble, where
none of the ERA5 blocking frequencies fall within the 95%
confidence levels determined from the 49 GCM simulations
(Fig. 3a). It is important to note that there is a significant spread
between the different GCM simulations for each blocking type,
meaning that each GCM has its own ability to simulate certain
types of blocking and that GCMs’ initialization is also important in
this respect. Two blocking types (NS and Sc.) are relatively poorly
captured, where they can be detected in only 30 and 26 of the 49
GCM simulations considered, respectively (Methods, Fig. 3a). For
the other three blocking types, some of the GCMs do not detect
them either, but to a lesser extent than for the NS and Sc. types
(Fig. 3a).
When separating the GCM simulations into those made with EP

ocean resolution and those without, we notice a significant
improvement in the frequency of WEABs overall (Fig. 3a, b). For EP
GCMs, the improvement in terms of mean blocking frequencies is
significant at the 90% confidence level for three of the most
prevalent blocking types (WE, Gr., and BS). Based on one-tailed
Student’s t test, it reaches +0.012 (+26.7%, p < 0.05) for WE,
+0.009 (+20.7%, p < 0.1) for Gr., +0.008 (+31.9%, p < 0.2) for NS,
+0.016 (+61%, p < 0.01) for BS, and +0.008 (+48.8%, 0.1<
p <0.11) for Sc. (Fig. 3a). However, important outliers in EP GCMs
from the same modeling center (CMCC, Table 1) may strongly
conceal analysis results. Indeed, CMCC-CM2-HR4 and CMCC-CM2-
VHR4, two versions of the same GCM with different atmospheric
model resolutions (Table 1), simulate WEABs much less accurately

than for realizations from the 6 other EP GCMs (Fig. 3). Indeed,
these two GCMs provide the two realizations with lower WEAB
frequencies among the 16 EP GCM simulations investigated
(Fig. 3), which is very unlikely to be obtained randomly. In
addition, simulations from these two EP GCMs are the only with a
total WEAB frequency lower than the average obtained for the 33
NE GCM simulations. When these two GCMs are removed, the
improvement in WEAB frequencies reaches the 95% confidence
level for all blocking types (Supplementary Fig. 2). However, for
the sake of transparency, we continue to consider these two
outliers, whereas in Supplementary Fig. 2, we provided a similar
figure as Fig. 3 without them.
The WEAB frequencies detected in the reanalysis for the Gr. and

BS types are within the 95% confidence interval of blocking
frequencies found in EP GCMs (Fig. 3a). In comparison, none of the
blocking types detected in NE GCMs have an average frequency
that contains ERA5 statistics in its 95% confidence interval
(Fig. 3a). Overall, the averaged total WEAB frequency reaches
20.6% for EP GCMs (22.35% without CMCC models) and 15.4% for
NE GCMs, which is 33.8% higher for EP GCMs (45.1% without
CMCC models), and significant at the 99% confidence level. As
stated previously, it must be noted that two strong outliers appear
in the EP GCM simulation ensemble (Fig. 3) while they both are
two different versions of the same model (Table 1). In any case,
since both were included in the analysis, this supports the result
that EP GCMs perform better since their legitimate exclusion
would have strongly increased the significances described above
(Supplementary Fig. 2).
We note that the spatial correlation threshold of 0.5 is set

arbitrarily to some extent but was preferred to a classical
correlation test as a large number of spatial grid points leads to
a poorly restrictive test and hence to the detection of significant
spatial correlations for poorly matching WEAB patterns. To assess
the effect of this spatial correlation threshold discussed in the
Methods section, we show a similar analysis as for Fig. 3 for three
other threshold values: (i) using a spatial correlation test, and for
thresholds of (ii) 0.2 and (iii) 0.8 rather than 0.5 (Supplementary
Figs. 3–5, respectively). As similar results are found in the three
cases (see panel b from Supplementary Figs. 3–5), the following
will focus on the WEAB attribution results shown in Fig. 3.
To further check the significance of the EP grid effect on the

simulated WEAB frequencies, a Monte Carlo sampling was
performed on the basis of GCMs with NE ocean grids. The same
number of EP GCM simulations (16) is sampled 5000 times from
the set of 33 NE GCM simulations and the total frequency of the
clustered WEABs are quantified and compared to the total WEAB
frequencies of the group of 16 EP GCM simulations. From this
Monte-Carlo sampling, we find that the total WEAB frequencies for
EP GCMs is higher than the 99th percentile of total WEAB
frequencies obtained over the 5000 sampled groups of NE GCM
simulations, indicating a very high level of significance.
A similar significance test was performed by distinguishing

GCMs according to their atmospheric grid resolution without
considering their ocean grid resolution (Fig. 3c). For this, GCMs
were separated into those with a zonal atmospheric grid spacing
at the equator greater than 0.75° (i.e., the low-resolution atmo-
sphere hereafter) and those with a grid spacing smaller than 0.75°
(i.e., the high-resolution atmosphere hereafter). This threshold for
the atmospheric grid separates the GCM simulations into two
groups: a first group of 19 GCM simulations with high-resolution
atmosphere and a group of 30 GCM simulations with low-
resolution atmosphere (Fig. 2c). The two sets are different from
the NE/EP oceanic discrimination since 8 of the 33 NE GCM
simulations are among the 19 with a high-resolution atmosphere
while the other 25 have a low-resolution atmosphere. Similarly to
the ocean grid resolution, we find that GCMs with a zonal
atmospheric grid resolution at the equator greater than 0.75° also
significantly outperform GCMs with a low-resolution atmosphere,
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with higher WEAB frequencies at the 99% confidence level. This
result has also been found by previous studies20–22 and was
explained by increased transient eddy forcing with higher
atmospheric resolution.

Sensitivity to atmospheric resolution and experimental setups.
Since GCM simulations with EP ocean resolution generally tend
to be accompanied with higher-than-usual atmospheric resolu-
tion48, it is difficult to tell if the improvement seen in Fig. 3c for
finer atmospheric grids is independent from the one obtained by
the use of EP ocean model resolutions (Fig. 3b). For this reason, we
also computed linear regression slopes between total WEAB
frequencies for all simulations, as well as for EP and NE GCM
simulations separately. First, a significant linear slope is found
between the atmospheric grid resolutions of the GCMs and the
total WEAB frequencies (Fig. 3c, p < 0.01), which is line with
findings from previous studies20–22. For NE GCMs, this linear

relationship is significant (p < 0.1) whereas it is not for EP GCMs
(p > 0.1). Indeed, it appears that GCMs with EP ocean grids have
almost systematically high total WEAB frequencies (relative to the
whole ensemble, Fig. 3b) regardless of atmospheric resolutions,
although there is two EP GCMs from the same modeling center
with relatively poorly resolved WEAB frequencies, as mentioned
above (Fig. 3a–c). However, since the number of GCMs with an EP
grid resolution is relatively low (8) it is difficult to conclude
robustly that increasing their atmospheric resolution is not
improving WEAB frequencies since this feature has previously
been shown to be model-dependent22. To investigate the effect of
the EP ocean resolution on simulating WEABs without accounting
for atmospheric resolution, we compared our set of 49 historical
simulations to another set of 31 historical simulations in which
only the atmospheric model is used with prescribed SST. In this
case, regardless of ocean resolution (EP or NE), the prescribed SST
fields originate from the governing physics of the real ocean.

Fig. 3 Sensitivity analysis of Western European Atmospheric Blocking (WEAB) frequencies to ocean and atmospheric grid resolutions in
General circulation Models (GCMs). aWEAB frequencies calculated from ERA5 reanalysis data (blue target) and 49 historical simulations from
24 CMIP6 GCMs (other symbols) for each of the 5 main blocking types clustered by the k-means algorithm. Green, red, and blue dots on the
right side indicate the average of the GCM ensemble, GCMs with no-eddy (NE) ocean grids, and GCMs with eddy-premitting (EP) ocean grids,
respectively. Each line crossing these points on the right side give the respective 95% confidence intervals. The same black-colored ensemble
of symbols shown at the top-left schematizes the statistics they give (Mean and 95% confidence interval, CI). b Total frequencies of clustered
WEABs plotted against zonal ocean grid resolution at the Equator for the 49 simulations from the 24 GCMs. Vertical dashed gray line indicates
the resolution at which GCMs have EP ocean grid resolutions. Horizontal black dashed line indicates the total WEAB frequencies for ERA5.
Horizontal blue (respectively red) dashed line indicates the average of total WEAB frequencies for GCMs with EP (respectively NE) ocean grid
resolutions. Horizontal green dashed line indicates the average of total WEAB frequencies for all GCMs. Horizontal purple and orange dashed
lines indicate 95% and 99% confidence levels calculated as the percentiles of total blocking frequencies obtained from 5000 random Monte-
Carlo samples of 16 NE GCMs, respectively. c Total frequencies of clustered WEABs plotted against zonal atmospheric grid resolution at the
Equator for the 49 simulations from the 24 GCMs. Vertical gray dashed line indicates the resolution at which GCMs have high-resolution
atmosphere (0.75°). Horizontal black dashed line indicates the total WEAB frequencies for ERA5. Horizontal blue (respectively red) dashed line
indicates the average of total WEAB frequencies for GCMs with high-resolution (respectively low-resolution) atmospheric grids. Horizontal
green dashed line indicates the average of total WEAB frequencies for all GCMs. Horizontal purple and orange dashed lines indicate 95% and
99% confidence levels calculated as the percentiles of total blocking frequencies obtained from 5000 random Monte-Carlo samples of 30
GCMs with low-resolution (LR) atmosphere, respectively. In (a–c), circles indicate GCMs with NE ocean resolution whereas squares indicate
GCMs with EP ocean resolution.
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Because EP GCMs frequently but not always have relatively high
atmospheric model resolution (Table 1), and assuming that
atmospheric model resolution is the primary reason for the
improvement found for the set of coupled climate simulations, the
significant difference in simulated blocking frequencies in EP and
NE GCMs should also be seen in atmospheric-only simulations
with prescribed SSTs. The 31 atmospheric-only simulations with
prescribed SSTs were generated by 17 of the 24 coupled GCMs
initially investigated (Table 2). Up to 11 of these simulations were
obtained using the atmospheric component of GCMs with EP
ocean grid resolution, whereas the remaining 20 were obtained
using the atmospheric component of GCMs with NE ocean grid
resolution (Table 2). For this analysis, we used the amip
experiment simulations for GCMs from CMIP6 and highresSST-
present experiment simulations for GCMs from HighResMIP (Table 1).
First, the spatial distribution of biases for EP and NE sets of GCMs
was computed and averaged for both coupled and atmosphere-
only simulations (Fig. 4a–d). Then, for both coupled and
atmosphere-only simulation sets, we calculated the difference in
mean biases between EP and NE GCMs (Fig. 4e, f). We find a large
number of grid points with a significant improvement at the 90%
confidence level for GCMs with a coupled EP ocean model in the

set of 49 coupled GCM simulations (Fig. 4e). This is most
noticeable north of 40°N, where the majority of blocking events
occur (Fig. 1). In contrast, when computing the same results for
the 31 atmosphere-only simulations with prescribed SST fields
(Table 2), we clearly find no significant difference between models
that have EP and NE ocean resolutions in their coupled version. An
exception is the western Ural area, where the accuracy of
simulated WEABs by models is known to be related to orographic
model resolution20. We thus conclude from the latter analysis that
the improvement in simulated WEAB frequencies found for EP
coupled GCMs is effectively due to the EP resolution of the ocean
model rather than the generally higher atmospheric resolutions of
these models.
Finally, and for the sake of robustness, since historical CMIP6 (29

simulations, Table 1) and hist-1950 HighResMIP (20 simulations,
Table 1) runs have slightly different forcings and initialization as
explained at the beginning of the section, we also computed and
compared the distributions of total WEAB frequencies for each of
these experiments (Supplementary Fig. 6). We do not find any
significant difference between WEAB frequencies obtained from
simulations for the two experiments, where the obtained p-value
is higher than 0.2. Therefore, since EP GCM simulations were

Fig. 4 Sensitivity analysis to atmospheric model resolutions. a Mean blocking frequencies biases for 16 coupled simulations of General
Circulation Models (GCMs) with an eddy-permitting (EP) ocean model resolution. b Mean blocking frequencies biases for 11 atmospheric
simulations with prescribed observed Sea Surface Temperatures (SSTs) for models with an EP ocean model resolution in their coupled
versions. c Mean blocking frequencies biases for 33 coupled simulations of General Circulation Models (GCMs) with a no-eddy (NE) ocean
model resolution. d Mean blocking frequencies biases for 20 atmospheric simulations with prescribed observed SSTs for models with a NE
ocean model resolution in their coupled versions. For a–d biases are calculated with respect to ERA5 reanalyses data. e Differences in mean
biases for coupled EP (a) and NE (c) GCM simulations. f Differences in mean biases for atmospheric simulations with prescribed SSTs for
models with EP (a) and NE (c) ocean resolutions in their coupld versions. For (e, f), green colors indicate that EP GCMs have a significantly
lower mean bias than NE GCMs at the 90% whereas pink colors indicate that NE GCMs have a significantly lower mean bias than EP GCMs at
the 95% confidence level. White colors indicate observed blocking frequencies of 0% or no significant difference mean bias differences using
a two-tailed Student’s t test with a 90% confidence level.
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included in both of the historical and hist-1950 experiments
(Table 1), this supports the significant improvement we obtained
from considering GCM simulations made with EP ocean
resolutions.

Analysis of oceanic and atmospheric bias reductions
In previous sections, we showed from a large ensemble of 49 GCM
simulations that a significant improvement in simulated WEAB
frequencies and locations is obtained for GCMs with an EP ocean
model component (Figs. 1, 3). We also showed that it is not
sensitive to the slightly different boundary conditions investigated
(Table 1, Supplementary Fig. 6) or to the different resolutions of
their atmospheric model component (Fig. 4). Given this significant
improvement, we further explore the effect of eddies in simulating
wintertime positions of the Gulf Stream and the North Atlantic
Current in our GCM ensemble. Both were shown to be strongly
biased in previous generations of GCMs17,40 and to contribute
significantly to biasing North Atlantic SST mean states and hence
the formation of WEABs16,18,39.
The time-mean SST biases of NE and EP GCM simulations with

respect to ERA5 reanalysis data are shown in Fig. 5a and b,
respectively. Both the Gulf Stream and central North Atlantic
areas have large SST biases in the two GCM ensembles, which is
consistent with previous studies16,19. However, we find signifi-
cantly lower mean SST biases in GCMs with EP ocean resolution

in most areas, with a few exceptions (e.g., Labrador Sea,
Fig. 5a–c), as noticed by a recent study based on a lower set of
simulations39. The observed and modeled trajectories of the
North Atlantic Current are calculated as the 10 °C SST isotherm in
DJF16 and presented in Fig. 5d. It is shown that GCMs with EP
ocean grids have a smaller deviation and an ensemble mean
closer to the North Atlantic Current path from the reanalysis data
than NE GCMs, as suggested by the biases in the mean SST
(Fig. 5a–c). The distances between the simulated and ERA5 the
North Atlantic Current positions are shown in Fig. 5e. The
magnitude of the North Atlantic Current position bias reduction
is estimated using Monte Carlo sampling of 5000 groups of 16 NE
GCM simulations (i.e., with the same number as the EP GCM
simulations). The Monte Carlo experiment confirms that the bias
of large ocean currents’ positions in EP GCMs is significantly
lower at the 95% confidence level in most regions of the North
Atlantic, and most notably in the Gulf Stream extension as well as
through the North Atlantic Current path (Fig. 5e). For more
details, individual mean SST biases are presented in Supplemen-
tary Fig. 7 for EP GCM simulations and Supplementary Figs. 8, 9
for NE GCM simulations.
This finding confirms results from a recent study39 that showed

different reduced biases in atmospheric circulation due to reduced
biases in SST patterns of central North Atlantic through more
accuracy in simulated surface baroclinicity and diabatic heating.
To investigate the link between the latter result and less biased

Fig. 5 Comparison of mean biases in North Atlantic sea surface temperature (SST) fields and North Atlantic Current position for no-eddy
(NE) and eddy-permitting (EP) General Circulation Models (GCMs). a, b Mean December-January-February (DJF) SST biases from GCMs with
NE and EP ocean grid resolutions with respect to ERA5 time-mean SSTs over the period 1979–2014, respectively. The GCM data were all
interpolated on the ERA5 grid (0.25° × 0.25°). c Absolute difference of EP and NE GCM biases. Positive values (pink) indicate that NE GCMs are
less biased whereas negative values (green) indicate that EP GCMs are less biased. Uncolored grid points indicate no significant difference
between EP and NE GCM biases using two-tailed Student’s t tests. d North Atlantic Current position estimated as the 10 °C DJF SST isotherm
from ERA5 reanalysis data (black solid line). Red (respectively blue) dashed lines give the estimated North Atlantic Current positions for NE
(respectively EP) GCM simulations. Solid red (respectively blue) line gives the ensemble mean of estimated North Atlantic Current positions
from NE (respectively EP) GCM simulations. e Distances between estimated North Atlantic Current positions from GCM simulations and ERA5
data, given in kilometers. The red (respectively blue) shaded area give the ensemble spread for NE (respectively EP) GCM simulations. The red
(respectively blue) solid line gives the ensemble spread for NE (respectively EP) GCM simulations. The black dashed line gives the 95%
confidence level estimated for EP GCM simulations calculated from a 5000 Monte Carlo sampling of 16 NE GCM simulations (same as the
number of EP GCM simulations). White colored grid points indicate no significant difference between EP and NE GCM biases using two-tailed
Student’s t tests.
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high-tropospheric variability within the ensemble of GCMs studied
here, we present an additional sensitivity analysis on the ability of
EP and NE GCMs to accurately resolve patterns of variability in
Z500 fields, which are used to detect atmospheric blocking events
in most studies12,14,15 including the present one (Methods). This
sensitivity analysis is led using an empirical orthogonal function
(EOF) analysis49. When considering the GCM biases for EP and NE
ensembles (with respect to Z500 EOF1 from ERA5, Fig. 6a), we find
significant improvements for EP GCMs in resolving Z500 fields
(Fig. 6b, c) as NE GCMs have a particularly strong bias across
Europe. The decrease in mean Z500 EOF1 biases when switching
from NE to EP ocean grids is significant at the 95% confidence
level for the majority of Europe (Fig. 6d), particularly over regions
where improvement in WEAB frequencies was found in Figs. 1, 3,
namely Western Europe and Baltic Sea. For more details, individual
Z500 EOF1 are presented in Supplementary Fig. 10 for EP GCM
simulations and Supplementary Figs. 11, 12 for NE GCMs
simulations.
This analysis illustrates another strong bias reduction for high

troposphere patterns of variability brought about by the use of EP
ocean grids. This type of bias reduction could here be explained
by better representations of the Gulf Stream and the North
Atlantic Current (Fig. 5). Indeed, both the North Atlantic Current
and the Gulf Stream were shown to influence wintertime weather
patterns and storms over Europe19,50, notably by forcing Rossby
waves51.

DISCUSSION
The current study used an ensemble of 49 simulations from 24
GCMs and a clustering method to illustrate that EP GCMs
outperform NE GCMs in terms of frequency and spatial extent of
simulated WEABs (Fig. 3a-b), whereas increased atmospheric
resolution also results in improvement21,22 (Fig. 3c). Further
analyses of the GCM ensemble show that this gain in WEAB
frequencies for EP GCMs is observed concomitantly with bias
reduction in SST patterns related to better resolved Gulf Stream
and North Atlantic Current wintertime positions (Fig. 5), as well as
variability in high-tropospheric geopotential heights (Fig. 6) that is
closely related to the activity of the midlatitude jet stream in
winter. This finding may have an explanation in the fact that
patterns of ocean surface flux anomalies towards the atmosphere
are closely related to SSTs described by oceanic fronts52. Indeed, it
has been demonstrated that in winter, the sharp SST gradient
formed by the Gulf Stream and North Atlantic Current fronts
contributes significantly to the release of latent and sensible heat
fluxes to the atmospheric boundary layer53. The heating and
moistening of the atmosphere’s boundary layer increases buoy-
ancy and low-level baroclinicity of air and causes a vertical transfer
of heat via convection that remotely affect the jet stream’s mean
state39,41. As a result, the presence of mesoscale eddies in our
ensemble of coupled climate simulations may explain the better
resolving of WEABs and jet stream variability (Figs. 1, 3, 6). Indeed,
the contribution of mesoscale eddies to surface temperature
gradients and heat fluxes28,32, as well as in better resolving Gulf

Fig. 6 Comparison of mean biases in 500 hPa geopotential heights (Z500) first Empirical Orthogonal Function (EOF1) for no-eddy (NE)
and eddy permitting (EP) General Circulation Models (GCMs). a Standardized December-January-February (DJF) Z500 EOF1 for ERA5.
b, c Mean biases of standardized ensemble mean Z500 EOF1 with respect to ERA5 standardized Z500 EOF1 over the period 1979–2014, for NE
and EP GCM simulations, respectively. d Absolute difference of EP and NE GCM biases. Positive values (pink) indicate that NE GCMs are less
biased whereas negative values (green) indicate that EP GCMs are less biased. White colored grid points indicate no significant difference
between EP and NE GCM biases using two-tailed Student’s t tests.
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Stream and North Atlantic Current wintertime positions and
related SST extrema (Fig. 5), may provide a consistent explanation
for the current findings. In addition, it was recently shown that the
speed and meridional position of the jet stream also leads SST
patterns and heat fluxes by a few years54. As a result, it may be
possible that the global increase in accuracy of both simulated
large-scale ocean and atmospheric features may have not been
achieved independently but may result from generally better
represented interactions between them. The accuracy of simula-
tion of the above processes and interactions in the well-
performing EP GCMs from this study compared to NE ones would
provide a good framework for improving process-understanding
of blocking formation, which is still a strong need8.
Despite the global lack of knowledge on blocking events, their

frequencies are expected to decrease in the future because of
Arctic amplification and subsequent reduced thermal advection,
as well as reduced temperature contrasts between oceanic and
continental areas8,55,56. In contrast, a recent GCM ensemble
analysis found no significant trends in WEAB frequencies for the
SSP2-4.5 and SSP5-8.5 CMIP6 scenarios57. However, the GCMs’
poor ability to simulate blocking events14 remains a serious
limitation in reconciling the various future evolution scenarios of
atmospheric blocking events. In this respect, the findings of this
work show that EP GCMs represent WEAB frequencies with
substantially greater accuracy, and may thus be able to provide
better weather extreme projections, which currently are subject to
a substantial level of uncertainty, notably in terms of frequency of
occurrence4.
Other types of prominent atmospheric blocking, such as

summer blocking in western North America or Europe, could also
benefit from the presented clustering-based investigation of their
representativeness in GCMs. Similarly, possible improvements
brought on by EP ocean resolutions could help in the investiga-
tion and adaptation to future blocking-related heatwave scenarios
such as the recent exceptional ones that occurred in western
Canada during summer 2021 and Europe during summer 2022.
Another major outlook from this research is the potential

benefit of employing GCMs with an eddy-rich ocean resolution,
which can be obtained for nominal horizontal resolutions of 0.1° ×
0.1° or higher30,33,34. Unlike EP ocean grids, which only include
mesoscale eddies with broader horizontal extents (100 km), eddy-
rich ocean grids incorporate smaller-scale eddies (20–100 km),
resulting in a significantly higher number of these mesoscale
eddies and a better represented mean climate19,30,33–35,58. The use
of an eddy-rich grid was notably shown to further improve most
benefits and bias reductions seen in EP GCMs, notably in terms of
SST mean biases33. Therefore, more progress in high-resolution
coupled climate modeling with EP or eddy-rich ocean grid
resolutions is crucial and strongly encouraged to better character-
ize blocking’s past, current, and future activities.

METHODS
Detection of blocking situations
For the detection of atmospheric blockings, we use a 2D index
based on geopotential height fields at 500 hPA (Z500) in a similar
approach to previous studies12,14,37. The Z500-based 2D index
consists of determining for a given point on the atmospheric grid
whether the meridional geopotential height gradient is reversed,
indicating the mid-latitude intrusion of a large-scale high-pressure
anomaly that the jet stream-transported air masses will
bypass14,37. This 2-D blocking index was originally proposed37 as
an extension of a previously published 1D index38.
A large enough reversal in the meridional Z500 gradient for the

grid point with longitude λ0 and latitude ϕ0, is detected if the

following conditions are met:

C1 : GHGSðλ0;ϕ0Þ> 0 (1)

C2 : GHGNðλ0;ϕ0Þ<�10 (2)

C3 : GHGS2ðλ0;ϕ0Þ<�5 (3)

Where GHGS, GHGN, and GHGS2, expressed in meters per
latitudinal degree, are given by

GHGSðλ0;ϕ0Þ ¼
Z500ðλ0;ϕ0Þ � Z500ðλ0;ϕSÞ

ϕ0 � ϕS
(4)

GHGNðλ0;ϕ0Þ ¼
Z500ðλ0;ϕNÞ � Z500ðλ0;ϕ0Þ

ϕN � ϕ0
(5)

GHGS2ðλ0;ϕ0Þ ¼
Z500ðλ0;ϕSÞ � Z500ðλ0;ϕS2Þ

ϕS � ϕS2

(6)

With ϕS= ϕ0− 15°, ϕN= ϕ0+ 15°, and ϕS2 ¼ ϕ0 � 30�. The whole
2D index matrix (filled of 0 and 1 values) is obtained by checking
C1, C2 and C3 for λ0 varying over the longitude range covering the
Euro-Atlantic sector (i.e. 50°W to 50°E), and ϕ0 ranging from 30°N
to 75°N.
Consistent with previous studies12,14, we further consider a grid

point to be effectively blocked if the blocking condition as
calculated above lasts for at least 4 days. This avoids spurious
detection of short-term and small-scale blocking situations that
are not expected to have a significant impact on sub-seasonal
climate variability. Here, the 2D blocking index is computed for the
entire northern hemisphere.

Atmospheric blocking classification
A serious limitation of blocking indices as described in the above
Methods section is that they do not account for the propagation
and spatial structure of blocking events, since blocking situations
are independently calculated for each grid point. Here, we use a
k-means algorithm46 to cluster the different DJF days of a given
dataset, according to their similarities in terms of spatial structure.
For this, we now consider M=M(ϕ, λ, t), ϕ∈Φ, λ∈ Λ, t= 1,…, n a
matrix of detected blocking situations for a given Z500 field, as
described in section 2.2. {Φ, Λ} describes the discretized horizontal
spatial field of the climate grid, which is observed for a series of n
regularly separated timesteps. Since we focus on the European
region, we set that Φ⊂ [− 50°W, 50°E], Λ⊂ [30°N, 75°N], and
denote #{Φ}= q and #{Λ}= r, where #{. } is the cardinal operator.
Therefore, n is the number of DJF days in each dataset, with
n= 3249 for the period covered by the reanalysis data, whereas n
varies slightly across GCMs depending on their simulation
calendar (Table 1).
According to 2.2, we thus have that

Mðϕ; λ; tÞ ¼ 1 ifðϕ; λÞ is blocked at time t

0 otherwise

�
(7)

For the k-means to be applied, the three-dimensional matrix M is
transformed into a two-dimensional matrix denoted
X ¼ ðxijÞi;j 2 Rn ´ p, with p= qr. This means that the columns of
X describe the ensemble of (ϕ, λ) pairs described by the climate
grid. Thus, each column of X is a time series of 1 and 0 values,
describing the occurrence or not of a blocking situation for a given
grid point (ϕ, λ). In the same way, each row of X describes a map
of blocking situations over the {Φ, Λ} grid at a given timestep.
For the k-means method, k needs to be pre-determined at the

beginning of the algorithm. The approach to select the optimal
k parameter will be detailed in the next section. Considering a
given k parameter, the k-means algorithms works as follows:
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1. Draw k random initial position of the cluster centers denoted
μ
ð1Þ
1 ; ¼ ; μ

ð1Þ
k .

2. Repeat until convergence (i.e., when clusters stop changing):

● Assign all points from the X matrix to a cluster
cj, j= 1,…, k, whose center is the closest.

● Update cluster centers:

μ
ðtþ1Þ
j ¼ 1

#fcðtÞj g
X
i2cðtÞj

xi ; j ¼ 1; ¼ ; k (8)

Since the randomly drawn k-means initialization can affect the
final clusters obtained by the algorithm, the above procedure is
repeated 200 times and the one with the overall lowest distances
to the clusters’ centers is kept.
After the algorithm has run, and for simplification, final clusters

are ordered according to their length (i.e., when related blocking
events are the most occuring over the period of study), such that
#{c1} <⋯ < #{ck}.

Choice of k-means k parameter
Since we do not a priori know how many types of blocking events
to classify, we use a Monte Carlo approach to estimate the best
value for k. We start with k= 2 and increase it until the new type of
blocking detected does not significantly differ from the blocking
types previously clustered. Recursively, we check at step k whether
the kth blocking cluster were already detected at step k-1.
Here, we want to determine whether two given cluster centers

μj 2 Rp and μk 2 Rp , j ≠ k, are significantly different, and thus cj
and ck are considered as two clusters of different types of blocking
events in terms of spatial structure. Thus, the null hypothesis we
want to test is formulated, for a given α risk, as

H0μj ¼ μk (9)

H1 : μj ≠ μk (10)

For this, we create two ensembles of R= 10, 000 vectors
μ
ðrÞ
j ; μ

ðrÞ
k 2 Rp; r ¼ 1; ¼ ; R. μðrÞj and μ

ðrÞ
k are vectors where values

of μj and μk, respectively, are randomly shuffled. We will thus
consider that we accept H0 if the Euclidian distances between μj
and μk is too small as compared to those calculated from the
random pairs fμðrÞj ; μ

ðrÞ
k g; 1 � r � R. We denote distances as

d ¼ kμj � μkk22 (11)

dðrÞ ¼ kμðrÞj � μ
ðrÞ
k k22; r ¼ 1; ¼ ; R (12)

The distances ðdðrÞÞ1�r�R are then sorted and denoted d(1)≤⋯
≤d(r). In the general case, we consider that H0 is accepted, i.e. μj ≤ μk
at the α risk, if PH0 ½H1� � α. Using the Monte Carlo approach, this
condition is thus estimated to be verified if d ≥ d(⌊R×(1−α)⌋), where
⌊. ⌋ is the integer part operator.

Attribution of models’ blocking events
The same k-means procedure with the same number of clusters as
determined for ERA5 (i.e. k = 6) is applied for all model outputs
from Table 1. Then, spatial correlations between each group from
the ERA5 reanalysis are computed with the clusters determined
from each GCM. We here set that a blocking detected in a GCM is
of same type than one from the reanalysis data if its spatial
correlation (i.e., the correlation between the centers of the
clusters) is higher than 0.5. If this threshold is reached for two
blocking types of the reanalysis for the same cluster detected from
the GCM, the one with the highest correlation is chosen. If for a
given cluster detected from a GCM, the spatial correlation

threshold of 0.5 is not reached with any of the clusters from the
reanalysis, the blocking frequency of the corresponding blocking
type is set to 0. This threshold of 0.5 was set somewhat arbitrarily
as using a regular correlation test is poorly restrictive and accept
significantly matching patterns for much lower levels of spatial
correlations due to large degrees of freedom. The sensitivity to
this choice is addressed in Supplementary Figs. 3–5 where we
found similar conclusions for different decision criteria.

Statistical Information

● Figure 2: For (f–o), a two tailed Student’s t test is applied for
each composite anomalies associated with the days clustered
for each blocking type. Therefore, the degree of freedom used
over the whole space is given by n− 1, where n is the size of
clusters for each cluster: 247 for WE (f,k), 207 for Gr. (g,i), 187
for NS (h,m), 151 for BS (i,n), 118 for Sc. (j,o).

● Figure 3: For (a) the 95% confidence intervals are calculated
using two-tailed Student’s t test statistics. The degrees of
freedom are df= 48, df= 32, and df= 15 for all GCMs (green),
NE GCMs (red), and EP GCMs (blue), respectively. For each
blocking type the Student’s statistics are: t= 16.1, t= 11.45, and
t= 14.24 for WE; t= 15.23, t= 12.36, and t= 9.13 for Gr.;
t= 7.38, t= 5.33, and t= 5.38 for NS; t= 10.39, t= 7.43, and
t= 8.7 for BS; t= 6.45, t= 4.68, and t= 4.59 for Sc. (for all, NE,
and EP GCMs, respectively for each). For (b) and (c), the Monte
Carlo experiments used are detailed in the main text. For the
overall 33.8% higher WEAB frequencies for EP GCMs given in the
main text, the applied test is a one-tailed Student’s t test static
for mean comparison of two samples with different lengths. The
null hypothesis tests whether the increase in blocking frequen-
cies (seen for all types) not significantly higher than 0. Student’s
statistics is t= 3.2 and the degree of freedom is df= 160.23). For
the same comparisons but by blocking type in the main text,
statistics are given by: t= 2.15 and df= 40.3 for WE, t= 1.33 and
df= 26.62 for Gr., t= 1.03 and df= 32.51 for NS, t= 2.66 and
df= 30.99 for BS, and t= 1.25 and df= 28.35 for Sc.

● Figure 5: For (a) and (b), the average of differences of mean DJF
SSTs between ERA5 and each GCM for NE and EP GCMs,
respectively. For (c), the applied test is a two-tailed Student’s t
test for the comparison of means from two samples of different
sizes (n1= 33 and n2= 16) respectively. Therefore, the degree of
freedom used over the whole space depends on empirical
variances of GCM ensembles’means at each grid point (denoted
s21 for EP and s22 for NE hereafter). These degrees of freedom are

given for each grid point by df ¼ ðs
2
1
n1
þs2

2
n2
Þ
2

ðs2
1
=n1Þ

2

n1�1 þðs2
2
=n2Þ

2

n2�1

. The Monte Carlo

experiment used in (e) is detailed in the main text.
● Figure 6: (a) and (b) are obtained with a similar approach than

Fig. 5a, b but considering the standardized Z500 EOF1 for ERA5
and GCMs. Similarly, (c) is obtained as in Fig. 5c but considering
the standardized Z500 EOF1 for ERA5 and GCMs. Degrees of
freedom are, therefore, the same as in Fig. 5c.
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