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The COVID-19 pandemic has highlighted the pernicious effects of fake news, underscoring
the critical need for researchers and practitioners to detect and mitigate its spread. In this
paper, we examined the importance of detecting fake news and incorporated sentiment and
emotional features to detect this type of news. Specifically, we compared the sentiments and
emotions associated with fake and real news using a COVID-19 Twitter dataset with labeled
categories. By utilizing different sentiment and emotion lexicons, we extracted sentiments
categorized as positive, negative, and neutral and eight basic emotions, anticipation, anger,
joy, sadness, surprise, fear, trust, and disgust. Our analysis revealed that fake news tends to
elicit more negative emotions than real news. Therefore, we propose that negative emotions
could serve as vital features in developing fake news detection models. To test this
hypothesis, we compared the performance metrics of three machine learning models: ran-
dom forest, support vector machine (SVM), and Naive Bayes. We evaluated the models’
effectiveness with and without emotional features. Our results demonstrated that integrating
emotional features into these models substantially improved the detection performance,
resulting in a more robust and reliable ability to detect fake news on social media. In this
paper, we propose the use of novel features and methods that enhance the field of fake news
detection. Our findings underscore the crucial role of emotions in detecting fake news and
provide valuable insights into how machine-learning models can be trained to recognize these
features.
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Introduction

ocial media has changed human life in multiple ways.

People from all around the world are connected via social

media. Seeking information, entertainment, communicatory
utility, convenience utility, expressing opinions, and sharing
information are some of the gratifications of social media
(Whiting and Williams, 2013). Social media is also beneficial for
political parties or companies since they can better connect with
their audience through social media (Kumar et al., 2016). Despite
all the benefits that social media adds to our lives, there are also
disadvantages to its use. The emergence of fake news is one of the
most important and dangerous consequences of social media
(Baccarella et al., 2018, 2020). Zhou et al. (2019) suggested that
fake news threatens public trust, democracy, justice, freedom of
expression, and the economy. In the 2016 United States (US)
presidential election, fake news engagement outperformed
mainstream news engagement and significantly impacted the
election results (Silverman, 2016). In addition to political issues,
fake news can cause irrecoverable damage to companies. For
instance, Pepsi stock fell by 4% in 2016 when a fake story about
the company’s CEO spread on social media (Berthon and Pitt,
2018). During the COVID-19 pandemic, fake news caused serious
problems, e.g., people in Europe burned 5G towers because of a
rumor claiming that these towers damaged the immune system of
humans (Mourad et al., 2020). The World Health Organization
(WHO) asserted that misinformation and propaganda propa-
gated more rapidly than the COVID-19 pandemic, leading to
psychological panic, the circulation of misleading medical advice,
and an economic crisis.

This study, which is a part of a completed PhD thesis
(Farhoundinia, 2023), focuses on analyzing the emotions and
sentiments elicited by fake news in the context of COVID-19.
The purpose of this paper is to investigate how emotions can
help detect fake news. This study aims to address the following
research questions: 1. How do the sentiments associated with
real news and fake news differ? 2. How do the emotions elicited
by fake news differ from those elicited by real news? 3. What
particular emotions are most prevalent in fake news? 4. How
can these feelings be used to recognize fake news on social
media?

This paper is arranged into six sections: Section “Related stu-
dies” reviews the related studies; Section “Methods” explains the
proposed methodology; and Section “Results and analysis” pre-
sents the implemented models, analysis, and related results in
detail. Section “Discussion and limitations” discusses the research
limitations, and the conclusion of the study is presented in Sec-
tion “Conclusion”.

Related studies

Research in the field of fake news began following the 2016 US
election (Carlson, 2020; Wang et al., 2019). Fake news has been a
popular topic in multiple disciplines, such as journalism, psy-
chology, marketing, management, health care, political science,
information science, and computer science (Farhoudinia et al.,
2023). Therefore, fake news has not been defined in a single way;
according to Berthon and Pitt (2018), misinformation is the term
used to describe the unintentional spread of fake news. Disin-
formation is the term used to describe the intentional spread of
fake news to mislead people or attack an idea, a person, or a
company (Allcott and Gentzkow, 2017). Digital assets such as
images and videos could be used to spread fake news (Rajamma
et al, 2019). Advancements in computer graphics, computer
vision, and machine learning have made it feasible to create fake
images or movies by merging them together (Agarwal et al,
2020). Additionally, deep fake videos pose a risk to public figures,
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businesses, and individuals in the media. Detecting deep fakes is
challenging, if not impossible, for humans.

The reasons for believing and sharing fake news have attracted
the attention of several researchers (e.g., Al-Rawi et al, 2019;
Apuke and Omar, 2020; Talwar, Dhir et al., 2019). Studies have
shown that people have a tendency to favor news that reinforces
their existing beliefs, a cognitive phenomenon known as con-
firmation bias. This inclination can lead individuals to embrace
misinformation that aligns with their preconceived notions (Kim
and Dennis, 2019; Meel and Vishwakarma, 2020). Although
earlier research focused significantly on the factors that lead
people to believe and spread fake news, it is equally important to
understand the cognitive mechanisms involved in this process.
These cognitive mechanisms, as proposed by Kahneman (2011),
center on two distinct systems of thinking. In system-one cog-
nition, conclusions are made without deep or conscious thoughts;
however, in system-two cognition, there is a deeper analysis
before decisions are made. Based on Moravec et al. (2020), social
media users evaluate news using ‘system-one’ cognition; there-
fore, they believe and share fake news without deep thinking. It is
essential to delve deeper into the structural aspects of social media
platforms that enable the rapid spread of fake news. Social media
platforms are structured to show that posts and news are aligned
with users’ ideas and beliefs, which is known as the root cause of
the echo chamber effect (Cinelli et al., 2021). The echo chamber
effect has been introduced as an aspect that causes people to
believe and share fake news on social media (e.g., Allcott and
Gentzkow, 2017; Berthon and Pitt, 2018; Chua and Banerjee,
2018; Peterson, 2019).

In the context of our study, we emphasize the existing body of
research that specifically addresses the detection of fake news (Al-
Rawi et al.,, 2019; Faustini and Covées, 2020; Ozbay and Alatas,
2020; Raza and Ding, 2022). Numerous studies that are closely
aligned with the themes of our present investigation have delved
into methodological approaches for identifying fake news (Er and
Yilmaz, 2023; Hamed et al., 2023; Iwendi et al., 2022). Fake news
detection methods are classified into three categories: (i) content-
based, (ii) social context, and (iii) propagation-based methods. (i)
Content-based fake news detection models are based on the
content and linguistic features of the news rather than user and
propagation characteristics (Zhou and Zafarani, 2019, p. 49). (ii)
Fake news detection based on social context employs user
demographics such as age, gender, education, and
follower—followee relationships of the fake news publishers as
features to recognize fake news (Jarrahi and Safari, 2023). (iii)
Propagation-based approaches are based on the spread of news
on social media. The input of the propagation-based fake news
detection model is a cascade of news, not text or user profiles.
Cascade size, cascade depth, cascade breadth, and node degree are
common features of detection models (Giglietto et al., 2019; de
Regt et al., 2020; Vosoughi et al., 2018).

Machine learning methods are widely used in the literature
because they enable researchers to handle and process large
datasets (Ongsulee, 2017). The use of machine learning in fake
news research has been extremely beneficial, especially in the
domains of content-based, social context-based, and propagation-
based fake news identification. These methods leverage the
advantages of a range of characteristics, including sentiment-
related, propagation, temporal, visual, linguistic, and user/account
aspects. Fake news detection frequently makes use of machine
learning techniques such as logistic regressions, decision trees,
random forests, naive Bayes, and support vector machine (SVM).
Studies on the identification of fake news also include deep
learning models, such as convolutional neural networks (CNN)
and long short-term memory (LSTM) networks, which can
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provide better accuracy in certain situations. Even with a small
amount of training data, pretrained language models such as
bidirectional encoder representations from transformers (BERT)
show potential for identifying fake news (Kaliyar et al., 2021).
Amer et al. (2022) investigated the usefulness of these models in
benchmark studies covering different topics.

The role of emotions in identifying fake news within academic
communities remains an area with considerable potential for
additional research. Despite many theoretical and empirical stu-
dies, this topic remains inadequately investigated. Ainapure et al.
(2023) analyzed the sentiments elicited by tweets in India during
the COVID-19 pandemic with deep learning and lexicon-based
techniques using the valence-aware dictionary and sentiment
reasoner (Vader) and National Research Council (NRC) lexicons
to understand the public’s concerns. Dey et al. (2018) applied
several natural language processing (NLP) methods, such as
sentiment analysis, to a dataset of tweets about the 2016 U.S.
presidential election. They found that fake news had a strong
tendency toward negative sentiment; however, their dataset was
too limited (200 tweets) to provide a general understanding. Cui
et al. (2019) found that sentiment analysis was the best-
performing component in their fake news detection framework.
Ajao et al. (2019) studied the hypothesis that a relationship exists
between fake news and the sentiments elicited by such news. The
authors tested hypotheses with different machine learning clas-
sifiers. The best results were obtained by sentiment-aware clas-
sifiers. Pennycook and Rand (2020) argued that reasoning and
analytical thinking help uncover news credibility; therefore,
individuals who engage in reasoning are less likely to believe fake
news. Prior psychology research suggests that an increase in the
use of reason implies a decrease in the use of emotions (Mercer,
2010).

In this study, we apply sentiment analysis to the more general
topic of fake news detection. The focus of this study is on the
tweets that were shared during the COVID-19 pandemic. Many
scholars focused on the effects of media reports, providing
comprehensive information and explanations about the virus.
However, there is still a gap in the literature on the characteristics
and spread of fake news during the COVID-19 pandemic. A
comprehensive study can enhance preparedness efforts for any
similar future crisis. The aim of this study is to answer the
question of how emotions aid in fake news detection during the
COVID-19 pandemic. Our hypothesis is that fake news carries
negative emotions and is written with different emotions and
sentiments than those of real news. We expect to extract more
negative sentiments and emotions from fake news than from real
news. Existing works on fake news detection have focused mainly
on news content and social context. However, emotional infor-
mation has been underutilized in previous studies (Ajao et al,
2019). We extract sentiments and eight basic emotions from
every tweet in the COVID-19 Twitter dataset and use these fea-
tures to classify fake and real news. The results indicate how
emotions can be used in differentiating and detecting fake and
real news.

Methods

With our methodology, we employed a multifaceted approach to
analyze tweet text and discern sentiment and emotion. The steps
involved were as follows: (a) Lexicons such as Vader, TextBlob,
and SentiWordNet were used to identify sentiments embedded in
the tweet content. (b) The NRC emotion lexicon was utilized to
recognize the range of different emotions expressed in the tweets.
(c) Machine learning models, including the random forest, naive
Bayes, and SVM classifiers, as well as a deep learning model,
BERT, were integrated. These models were strategically applied to

the data for fake news detection, both with and without con-
sidering emotions. This comprehensive approach allowed us to
capture nuanced patterns and dependencies within the tweet data,
contributing to a more effective and nuanced analysis of the fake
news content on social media.

An open, science-based, publicly available dataset was utilized.
The dataset comprises 10,700 English tweets with hashtags rele-
vant to COVID-19, categorized with real and fake labels. Pre-
viously used by Vasist and Sebastian (2022) and Suter et al.
(2022), the manually annotated dataset was compiled by Patwa
et al. (2021) in September 2020 and includes tweets posted in
August and September 2020. According to their classification, the
dataset is balanced, with 5600 real news stories and 5100 fake
news stories. The dataset used for the study was generated by
sourcing fake news data from public fact-checking websites and
social media outlets, with manual verification against the original
documents. Web-based resources, including social media posts
and fact-checking websites such as PolitiFact and Snopes, played
a key role in collecting and adjudicating details on the veracity of
claims related to COVID-19. For real news, tweets from official
and verified sources were gathered, and each tweet was assessed
by human reviewers based on its contribution of relevant infor-
mation about COVID-19 (Patwa et al., 2021; Table 2 on p. 4 of
Suter et al., 2022, which is excerpted from Patwa et al. (2021), also
provides an illustrative overview).

Preprocessing is an essential step in any data analysis, espe-
cially when dealing with textual data. Appropriate preprocessing
steps can significantly enhance the performance of the models.
The following preprocessing steps were applied to the dataset:
removing any characters other than alphabets, change the letters
to lower-case, deleting stop words such as “a,” “the,” “is,” and
“are,” which carry very little helpful information, and performing
lemmatization. The text data were transformed into quantitative
data by the scikit-learn ordinal encoder class.

The stages involved in this research are depicted in a high-level
schematic that is shown in Fig. 1. First, the sentiments and
emotions elicited by the tweets were extracted, and then, after
studying the differences between fake and real news in terms of
sentiments and emotions, these characteristics were utilized to
construct fake news detection models.

Sentiment analysis. Sentiment analysis is the process of deriving
the sentiment of a piece of text from its content (Vinodhini and
Chandrasekaran, 2012). Sentiment analysis, as a subfield of nat-
ural language processing, is widely used in analyzing the reviews
of a product or service and social media posts related to different
topics, events, products, or companies (Wankhade et al., 2022).
One major application of sentiment analysis is in strategic mar-
keting. Pavaloaia et al. (2019), in a comprehensive study on two
companies, Coca-Cola and PepsiCo, confirmed that the activity of
these two brands on social media has an emotional impact on
existing or future customers and the emotional reactions of
customers on social media can influence purchasing decisions.
There are two methods for sentiment analysis: lexicon-based and
machine-learning methods. Lexicon-based sentiment analysis
uses a collection of known sentiments that can be divided into
dictionary-based lexicons or corpus-based lexicons (Pawar et al.,
2015). These lexicons help researchers derive the sentiments
generated from a text document. Numerous dictionaries, such as
Vader (Hutto and Gilbert, 2014), SentiWordNet (Esuli and
Sebastiani, 2006), and TextBlob (Loria, 2018), can be used for
scholarly research.

In this research, Vader, TextBlob, and SentiWordNet are the
three lexicons used to extract the sentiments generated from
tweets. The Vader lexicon is an open-source lexicon attuned
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Input: Tweets

Sentiment analysis
> (positive, negative,
neutral)

Fake news detection |
—> |
models |

R Emotion extraction
(scores for eight basic
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v

Fig. 1 High-level schematic process. The figure depicts the stages involved in this research in a high-level schematic.

Sentiment analysis:
Vader
Textblob
Sentiwordnet

Pre-processing

DEtaser the tweets

—b—»

Polarity for every
tweet by Vader:
Negative, Positive,
Neutral

Select the best
—>

performing lexicon

Fig. 2 Sentiment analysis steps. The figure illustrates the steps for the sentiment analysis of tweets.

Table 1 Three-class and two-class classification
performance using the three lexicons (Farhoundinia, 2023).
VADER TextBlob SentiWordNet

2-Class Accuracy 0.77 0.55 0.55
classification Precision 0.66 0.46 0.65

Recall 0.84 0.83 0.45

F1-score 0.73 0.58 0.52
3-Class Accuracy 0.64 0.41 0.40
classification Macro 0.64 0.46 0.41

precision

Macro recall 0.64 0.44 0.41

Macro F1- 0.63 0.4 0.40

score

Weighted 0.65 0.49 0.43

precision

Weighted 0.64 0.41 0.40

recall

Weighted F1-  0.63 0.4 0.41

score

specifically to social media (Hutto and Gilbert, 2014). TextBlob is
a Python library that processes text specifically designed for
natural language analysis (Loria, 2018), and SentiWordNet is an
opinion lexicon adapted from the WordNet database (Esuli and
Sebastiani, 2006). Figure 2 shows the steps for the sentiment
analysis of tweets.

Different methods and steps were used to choose the best
lexicon. First, a random partition of the dataset was manually
labeled as positive, negative, or neutral. The results of every
lexicon were compared with the manually labeled sentiments, and
the performance metrics for every lexicon are reported in Table 1.
Second, assuming that misclassifying negative and positive tweets

4

as neutral is not as crucial as misclassifying negative tweets as
classifying positive tweets, the neutral tweets were ignored, and a
comparison was made on only positive and negative tweets. The
three-class and two-class classification metrics are compared in
Table 1.

Third, this study’s primary goal was to identify the precise
distinctions between fake and real tweets to improve the detection
algorithm. We addressed how well fake news was detected with
the three sentiment lexicons, as different results were obtained.
This finding means that a fake news detection model was trained
with the dataset using the outputs from three lexicons: Vader,
TextBlob, and SentiWordNet. As previously indicated, the dataset
includes labels for fake and real news, which allows for the
application of supervised machine learning detection models and
the evaluation of how well various models performed. The
Random Forest algorithm is a supervised machine learning
method that has achieved good performance in the classification
of text data. The dataset contains many tweets and numerical data
reporting the numbers of hospitalized, deceased, and recovered
individuals who do not carry any sentiment. During this phase,
tweets containing numerical data were excluded; this portion of
the tweets constituted 20% of the total. Table 2 provides
information on the classification power using the three lexicons
with nonnumerical data. The models were more accurate when
using sentiments drawn from Vader. This finding means the
Vader lexicon may include better classifications of fake and real
news. Vader was selected as the superior sentiment lexicon after
evaluating all three processes. The steps for choosing the best
lexicon are presented in Fig. 3 (also see Appendix A in
Supplementary Information for further details on the procedure).
Based on the results achieved when using Vader, the tweets that
are labeled as fake include more negative sentiments than those of
real tweets. Conversely, real tweets include more positive
sentiments.
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Emotion extraction. Emotions elicited in tweets were extracted
using the NRC emotion lexicon. This lexicon measures emotional
effects from a body of text, contains ~27,000 words, and is based
on the National Research Council Canada’s affect lexicon and the
natural language toolkit (NLTK) library’s WordNet synonym sets
(Mohammad and Turney, 2013). The lexicon includes eight
scores for eight emotions based on Plutchick’s model of emotion
(Plutchik, 1980): joy, trust, fear, surprise, sadness, anticipation,
anger, and disgust. These emotions can be classified into four
opposing pairs: joy-sadness, anger—fear, trust-disgust, and
anticipation-surprise. The NRC lexicon assigns each text the
emotion with the highest score. Emotion scores from the NRC
lexicon for every tweet in the dataset were extracted and used as
features for the fake news detection model. The features of the
model include the text of the tweet, sentiment, and eight emo-
tions. The model was trained with 80% of the data and tested with
20%. Fake news had a greater prevalence of negative emotions,
such as fear, disgust, and anger, than did real news, and real news
had a greater prevalence of positive emotions, such as anticipa-
tion, joy, and surprise, than did fake news.

Fake news detection. In the present study, the dataset was divi-
ded into a training set (80%) and a test set (20%). The dataset was
analyzed using three machine learning models: random forest,
SVM, and naive Bayes. Appendices A and B provide information
on how the results were obtained and how they correlate with the
research corpus.

Random forest: An ensemble learning approach that fits several
decision trees to random data subsets. This classifier is popular
for text classification, high-dimensional data, and feature
importance since it overfits less than decision trees. The Random
Forest classifier in scikit-learn was used in this study (Breiman,
2001).

Table 2 Classification scores for the lexicons (Farhoundinia,
2023).

Features Random forest accuracy

Naive Bayes: This model uses Bayes’ theorem to solve
classification problems, such as sorting documents into groups
and blocking spam. This approach works well with text data and
is easy to use, strong, and good for problems with more than one
label. The Naive Bayes classifier from scikit-learn was used in this
study (Zhang, 2004).

Support vector machines (SVMs): Supervised learning methods
that are used to find outliers, classify data, and perform
regression. These methods work well with data involving many
dimensions. SVMs find the best hyperplanes for dividing classes.
In this study, the SVM model from scikit-learn was used (Cortes
and Vapnik, 1995).

Deep learning models can learn how to automatically describe
data in a hierarchical way, making them useful for tasks such as
identifying fake news (Salakhutdinov et al, 2012). A language
model named bidirectional encoder representations from trans-
formers (BERT) was used in this study to help discover fake news
more easily.

BERT: A cutting-edge NLP model that uses deep neural
networks and bidirectional learning and can distinguish patterns
on both sides of a word in a sentence, which helps it understand
the context and meaning of text. BERT has been pretrained with
large datasets and can be fine-tuned for specific applications to
capture unique data patterns and contexts (Devlin et al., 2018).

In summary, we applied machine learning models (random
forest, naive Bayes, and SVM) and a deep learning model (BERT)
to analyze text data for fake news detection. The impact of
emotion features on detecting fake news was compared between
models that include these features and models that do not include
these features. We found that adding emotion scores as features
to machine learning and deep learning models for fake news
detection can improve the model’s accuracy. A more detailed
analysis of the results is given in the section “Results and
analysis”.

Results and analysis

In the sentiment analysis using tweets from the dataset, positive
and negative sentiment tweets were categorized into two classes:
fake and real. Figure 4 shows a visual representation of the dif-
ferences, while the percentages of the included categories are

Vader scores + tweets 0.738 presented in Table 3. In fake news, the number of negative sen-
TextBlob scores + tweets 0.735 . . .. .
. timents is greater than the number of positive sentiments (39.31%
SentiWordNet scores + tweets 0.728 . . X
vs. 31.15%), confirming our initial hypothesis that fake news
Manually labelling Comparing lexicon
1600 tweets as ; outputs with
Positive, Negative, labelled part
Neutral Three Class
Senti tsgi
erf]r(l)r?ne\r;af:lilrven Ignore Neutral Best perfomance o
! —l > Two class the lexicons:
textblob and
. compare Vader
sentiwordnet
Fake news

P detection model:
Random Forest

Fig. 3 Process for selecting the best lexicon. The figure exhibits the steps for choosing the best lexicon.
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Fig. 4 Frequency of sentiments in the Vader lexicon for each class. The figure displays a visual representation of the differences of sentiments in

each class.

Table 3 Vader sentiments categorized by fake and real
classes (Farhoundinia, 2023).

Label Negative (%) Neutral (%) Positive (%)
Fake 39.31 29.53 3115
Real 35.20 18.35 46.45

disseminators use extreme negative emotions to attract readers’
attention.

Fake news disseminators aim to attack or satirize an idea, a
person, or a brand using negative words and emotions. Baume-
ister et al. (2001) suggested that negative events are stronger than
positive events and that negative events have a more significant
impact on individuals than positive events. Accordingly, indivi-
duals sharing fake news tend to express more negativity for
increased impressiveness. The specific topics of the COVID-19
pandemic, such as the source of the virus, the cure for the illness,
the strategy the government is using against the spread of the
virus, and the spread of vaccines, are controversial topics. These
topics, known for their resilience against strong opposition, have
become targets of fake news featuring negative sentiments
(Frenkel et al., 2020; Pennycook et al., 2020). In real news, the
pattern is reversed, and positive sentiments are much more fre-
quent than negative sentiments (46.45% vs. 35.20%). Considering
that real news is spread among reliable news channels, we can
conclude that reliable news channels express news with positive
sentiments so as not to hurt their audience psychologically and
mentally.

The eight scores for the eight emotions of anger, anticipation,
disgust, fear, joy, sadness, surprise, and trust were extracted from
the NRC emotion lexicon for every tweet. Each text was assigned
the emotion with the highest score. Table 4 and Fig. 5 include
more detailed information about the emotion distribution.

The NRC lexicon provides scores for each emotion. Therefore,
the intensities of emotions can also be compared. Table 5 shows
the average score of each emotion for the two classes, fake and
real news.

A two-sample t-test was performed using the pingouin (PyPI)
statistical package in Python (Vallat, 2018) to determine whether
the difference between the two groups was significant (Tables 6
and 7).

As shown in Table 6, the P values indicate that the differences
in fear, anger, trust, surprise, disgust, and anticipation were sig-
nificant; however, for sadness and joy, the difference between the
two groups of fake and real news was not significant. Considering
the statistics provided in Tables 4, 5, and Fig. 5, the following
conclusions can be drawn:

e Anger, disgust, and fear are more commonly elicited in fake
news than in real news.

e Anticipation and surprise are more commonly elicited in
real news than in fake news.

e Fear is the most commonly elicited emotion elicited in both
fake and real news.

e Trust is the second most commonly elicited emotion in
fake and real news.

The most significant differences were observed for trust, fear,
and anticipation (5.92%, 5.33%, and 3.05%, respectively). The
differences between fake and real news in terms of joy and sad-
ness were not significant.

In terms of intensity, based on Table 5,

e Fear is the mainly elicited emotion in both fake and real
news; however, fake news has a higher fear intensity score
than does real news.

e Trust is the second most commonly elicited emotion in two
categories—real and fake—but is more powerful in
real news.

e DPositive emotions, such as anticipation, surprise, and trust,
are more strongly elicited in real news than in fake news.

e Anger, disgust, and fear are among the stronger emotions
elicited by fake news. Joy and sadness are elicited in both
classes almost equally.

During the COVID-19 pandemic, fake news disseminators
seized the opportunity to create fearful messages aligned with their
objectives. The existence of fear in real news is also not surprising
because of the extraordinary circumstances of the pandemic. The
most crucial point of the analysis is the significant presence of
negative emotions elicited by fake news. This observation confirms
our hypothesis that fake news elicits extremely negative emotions.
Positive emotions such as anticipation, joy, and surprise are eli-
cited more often in real news than in fake news, which also aligns
with our hypothesis. The largest differences in elicited emotions
are as follows: trust, fear, and anticipation.

We used nine features for every tweet in the dataset: sentiment
and eight scores for every emotion and sentiment in every tweet.
These features were utilized for supervised machine learning fake
news detection models. A schematic explanation of the models is
given in Fig. 6. The dataset was divided into training and test sets,
with an 80%-20% split. The scikit-learn random forest, SVM, and
Naive Bayes machine learning models with default hyperpara-
meters were implemented using emotion features to detect fake
news in nonnumerical data. Then, we compared the prediction
power of the models with that of models without these features.
The performance metrics of the models, such as accuracy, pre-
cision, recall, and Fl-score, are given in Table 7.
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Table 4 Emotion distribution based on the NRC lexicon (Farhoundinia, 2023).

Label Anger (%) Anticipation (%) Disgust (%) Fear (%) Joy (%) Sadness (%) Surprise (%) Trust (%)
Fake 3.70 4.51 118 66.81 1.42 3.80 1.20 17.38
Real 212 9.93 0.22 50.67 1.50 6.38 1.58 27.14
Total 2.87 7.35 0.68 58.36 1.46 539 1.40 22.49
35.00%
30.00%
W anger
25.00% anticipation
disgust
20.00%
fear
15.00% W joy
M sadness
10.00%
M surprise
5.00% M trust
0.00% . [ | ‘ —-— | |
fake real

Fig. 5 Visual distribution of emotions. The figure depicts more detailed information about the emotion distribution.

When joy and sadness were removed from the models, the
accuracy decreased. Thus, the models performed better when all
the features were included (see Table C.1. Feature correlation
scores in Supplementary Information). The results confirmed that
elicited emotions can help identify fake and real news. Adding
emotion features to the detection models significantly increased
the performance metrics. Figure 7 presents the importance of the
emotion features used in the random forest model.

In the random forest classifier, the predominant attributes were
anticipation, trust, and fear. The difference in the emotion dis-
tribution between the two classes of fake and real news was also
more considerable for anticipation, trust, and fear. It can be
claimed that fear, trust, and anticipation emotions have good
differentiating power between fake and real news.

BERT was the other model that was employed for the task of
fake news detection using emotion features. The BERT model
includes a number of preprocessing stages. The text input is
segmented using the BERT tokenizer, with sequence truncation
and padding ensuring that the length does not exceed 128 tokens,
a reduction from the usual 512 tokens due to constraints on
computing resources. The optimization process utilized the
AdamW optimizer with a set learning rate of 0.00001. To
ascertain the best number of training cycles, a 5-fold cross-vali-
dation method was applied, which established that three epochs
were optimal. The training phase consisted of three unique
epochs. The model was executed on Google Colab using Python,
a popular programming language. The model was evaluated with
the test set after training. Table 8 shows the performance of the
BERT model with and without using emotions as features.

The results indicate that adding emotion features had a positive
impact on the performance of the random forest, SVM, and
BERT models; however, the naive Bayes model achieved better
performance without adding emotion features.

Discussion and limitations

This research makes a substantial impact on the domain of
detecting fake news. The goal was to explore the range of senti-
ments and emotional responses linked to both real and fake news
in pursuit of fulfilling the research aims and addressing the posed
inquiries. By identifying the emotions provoked as key indicators
of fake news, this study adds valuable insights to the existing
corpus of related scholarly work.

Our research revealed that fake news triggers a higher inci-
dence of negative emotions compared to real news. Sentiment
analysis indicated that creators of fake news on social media
platforms tend to invoke more negative sentiments than positive
ones, whereas real news generally elicits more positive sentiments
than negative ones. We extracted eight emotions—anger, antici-
pation, disgust, fear, joy, sadness, surprise, and trust—from each
tweet analyzed. Negative and potent emotions such as fear, dis-
gust, and anger were more frequently found elicited in fake news,
in contrast to real news, which was more likely to arouse lighter
and positive emotions such as anticipation, joy, and surprise. The
difference in emotional response extended beyond the range of
emotions to their intensity, with negative feelings like fear, anger,
and disgust being more pronounced in fake news. We suggest
that the inclusion of emotional analysis in the development of
automated fake news detection algorithms could improve the
effectiveness of the machine learning and deep learning models
designed for fake news detection in this study.

Due to negativity bias (Baumeister et al., 2001), bad news,
emotions, and feedback tend to have a more outsized influence
than positive experiences. This suggests that humans are more
likely to assign greater weight to negative events over positive
ones (Lewicka et al,, 1992). Our findings indicate that similar
effects are included in social media user behavior, such as sharing
and retweeting. Furthermore, the addition of emotional features
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Table 5 Emotion intensity scores (Farhoundinia, 2023).

to the fake news detection models was found to improve their
performance, providing an opportunity to investigate their
moderating effects on fake news dissemination in future research.

The majority of the current research on identifying fake news
involves analyzing the social environment and news content
(Amer et al,, 2022; Jarrahi and Safari, 2023; Raza and Ding, 2022).
Despite its possible importance, the investigation of emotional
data has not received sufficient attention in the past (Ajao et al,,
2019). Although sentiment in fake news has been studied in the
literature, earlier studies mostly neglected a detailed examination
of certain emotions. Dey et al. (2018) contributed to this field by
revealing a general tendency toward negativity in fake news. Their
results support our research and offer evidence for the persistent
predominance of negative emotions elicited by fake news. Dey
et al. (2018) also found that trustworthy tweets, on the other
hand, tended to be neutral or positive in sentiment, highlighting
the significance of sentiment polarity in identifying trustworthy
information.

Expanding upon this sentiment-focused perspective, Cui et al.
(2019) observed a significant disparity in the sentiment polarity of
comments on fake news as opposed to real news. Their research
emphasized the clear emotional undertones in user reactions to
false material, highlighting the importance of elicited emotions in
the context of fake news. Similarly, Dai et al. (2020) analyzed false
health news and revealed a tendency for social media replies to
real news to be marked by a more upbeat tone. These com-
parative findings highlight how elicited emotions play a complex
role in influencing how people engage with real and fake news.

Our analysis revealed that the emotions conveyed in fake
tweets during the COVID-19 pandemic are in line with the more
general trends found in other studies on fake news. However, our

8

Label Anger Anticipation Disgust Fear Joy Sadness Surprise Trust
Fake 0033 0023 0.025 0.097 0.028 0.064 0.018 0.097
Real 0.020 0.028 0.015 0.076 0.027 0.064 0.022 0.126
research extends beyond that of current studies by offering
Table 6 T-test results (Farhoundinia, 2023). detailed insights into the precise distribution and strength of
emotions elicited by fake tweets. This detailed research closes a
P-value Cl 95% Cohen-d  Power | significant gap in the body of literature by adding a fresh per-
Fear 6.57E—12 [0.01, 0.03] 0.149 1.000 spective on our knowledge of emotional dynamics in the context
Anger 417E-16 [0.01, 0.02] 0.176 1.000 | of disseminating false information. Our research contributes
Trust 874E-13  [-0.04, -0.02]1  0.155 1.000 significantly to the current discussion on fake news identification
Surprise 0.007362  [-0.01, -0.0] 0.058 0.764 | by highlighting these comparative aspects and illuminating both
Sadness 0984772 [-0.0, 0.0] 0.000 0.050 | recurring themes and previously undiscovered aspects of emo-
Disgust 216E-14 £0.01, 0.01] 0166 1000 | tional data in the age of misleading information.
Joy 0318163 [-0.0,0.0] 0.022 0170 The present analysis was performed with a COVID-19 Twitter
Anticipation  186E-39  [-0.06, ~004]  0.286 1000 dataset, which does not cover the whole period of the pandemic.
A complementary study on a dataset that covers a wider time
interval might yield more generalizable findings, while our study
Table 7 Performance metrics of the FND models represents a new effort in the field. In this research, the elicited
(Farhoundinia, 2023). emotions of fake and real news were compared, and the emotion
with the highest score was assigned to each tweet, while an
Accuracy Precision Recall Fl-score | alternative method could be to compare the emotion score
Fake news detection model with emotion features intervals for fake and real news. The performance of detection
Random forest 0.81 0.85 0.94 0.89 models could be further improved by using pretrained emotion
Naive Bayes 0.49 0.69 0.53 0.69 models and adding additional emotion features to the models. In
SVM 0.76 0.74 0.95 0.85 a future study, our hypothesis that “fake news and real news are
Fake news detection model without emotion features different in terms of elicited emotions, and fake news elicits more
Random forest 0.79 0.87 0.88 0.87 negative emotions” could be examined in an experimental field
Naive Bayes 0.66 0.70 0.91 0.80 study. Additionally, the premises and suppositions underlying
SVM 0.71 071 0.94 083 this study could be tested in emergency scenarios beyond the

COVID-19 context to enhance the breadth of crisis readiness.

The field of fake news research is interdisciplinary, drawing on
the expertise of scholars from various domains who can con-
tribute significantly by formulating pertinent research questions.
Psychologists and social scientists have the opportunity to delve
into the motivations and objectives behind the creators of fake
news. Scholars in management can offer strategic insights for
organizations to deploy in countering the spread of fake news.
Legislators are in a position to draft laws that effectively stem the
flow of fake news across social media channels. In addition, the
combined efforts of researchers from other academic back-
grounds can make substantial additions to the existing literature
on fake news.

Conclusion

The aim of this research was to propose novel attributes for
current fake news identification techniques and to explore the
emotional and sentiment distinctions between fake news and real
news. This study was designed to tackle the subsequent research
questions: 1. How do the sentiments associated with real news
and fake news differ? 2. How do the emotions elicited by fake
news differ from those elicited by real news? 3. What particular
elicited emotions are most prevalent in fake news? 4. How could
these elicited emotions be used to recognize fake news on social
media? To answer these research questions, we thoroughly
examined tweets related to COVID-19. We employed a com-
prehensive strategy, integrating lexicons such as Vader, TextBlob,
and SentiWordNet together with machine learning models,
including random forest, naive Bayes, and SVM, as well as a deep
learning model named BERT. We first performed sentiment
analysis using the lexicons. Fake news elicited more negative
sentiments, supporting the idea that disseminators use extreme

| (2024)11:640 | https://doi.org/10.1057/s41599-024-03083-5



ARTICLE

NRC output:

Scores for
Data —_—) NRC Lexicon —_—) eight

emotions

Vader
output:
Positive,
Negative,
Neutral

v

Fake news
detecttion:
~———————————————Jp Random Forest,
Naive Bayes,
SVM

Fig. 6 Fake news detection model. The figure exhibits a schematic explanation of the model.

Emotion features importance in fake news classification
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Fig. 7 Random Forest feature importance. The figure illustrates the importance of the emotion features used in the Random Forest model.

Table 8 BERT results (Farhoundinia, 2023).

Performance metrics of the BERT model with and without emotion
scores

Accuracy Precision Recall Fl-score

With emotion scores 0.972 0.983 0970 0.976
Without emotion scores  0.961 0.981 0.956 0.967

negativity to attract attention. Real news elicited more positive
sentiments, as expected from trustworthy news channels. For fake
news, there was a greater prevalence of negative emotions,
including fear, disgust, and anger, while for real news, there was a
greater frequency of positive emotions, such as anticipation, joy,
and surprise. The intensity of these emotions further differ-
entiated fake and real news, with fear being the most dominant
emotion in both categories. We applied machine learning models
(random forest, naive Bayes, SVM) and a deep learning model
(BERT) to detect fake news using sentiment and emotion fea-
tures. The models demonstrated improved accuracy when
incorporating emotion features. Anticipation, trust, and fear
emerged as significant differentiators between fake and real news,
according to the random forest feature importance analysis.
The findings of this research could lead to reliable resources
for communicators, managers, marketers, psychologists,
sociologists, and crisis and social media researchers to further
explain social media behavior and contribute to the existing
fake news detection approaches. The main contribution of this
study is the introduction of emotions as a role-playing feature
in fake news detection and the explanation of how specific
elicited emotions differ between fake and real news. The eli-
cited emotions extracted from social media during a crisis such
as the COVID-19 pandemic could not only be an important
variable for detecting fake news but also provide a general
overview of the dominant emotions among individuals and the
mental health of society during such a crisis. Investigating and

| (2024)11:640 | https://doi.or;

extracting further features of fake news has the potential to
improve the identification of fake news and may allow for
the implementation of preventive measures. Furthermore, the
suggested methodology could be applied to detecting fake
news in fields such as politics, sports, and advertising.
We expect to observe a similar impact of emotions on other
topics as well.

Data availability
The datasets analyzed during the current study are available in
the Zenodo repository: https://doi.org/10.5281/zenodo.10951346.
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