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Citizen science (CS) is gaining global recognition for its potential to democratize and boost
scientific research. As such, understanding why people contribute their time, energy, and
skills to CS and why they (dis)continue their involvement is crucial. While several CS studies
draw from existing theoretical frameworks in the psychology and volunteering fields to
understand motivations, adapting these frameworks to CS research is still lagging and
applications in the Global South remain limited. Here we investigated the reliability of two
commonly applied psychometric tests, the Volunteer Functions Inventory (VFI) and the
Theory of Planned Behaviour (TPB), to understand participant motivations and behaviour, in
two CS networks in southwest Uganda, one addressing snail-borne diseases and another
focused on natural hazards. Data was collected using a semi-structured questionnaire
administered to the CS participants and a control group that consisted of candidate citizen
scientists, under group and individual interview settings. Cronbach’s alpha, as an a priori
measure of reliability, indicated moderate to low reliability for the VFI and TPB factors per CS
network per interview setting. With evidence of highly skewed distributions, non-
unidimensional data, correlated errors and lack of tau-equivalence, alpha’s underlying
assumptions were often violated. More robust measures, McDonald's omega and Greatest
lower bound, generally showed higher reliability but confirmed overall patterns with VFI
factors systematically scoring higher, and some TPB factors—perceived behavioural control,
intention, self-identity, and moral obligation—scoring lower. Metadata analysis revealed that
most problematic items often had weak item-total correlations. We propose that alpha
should not be reported blindly without paying heed to the nature of the test, the assumptions,
and the items comprising it. Additionally, we recommend caution when adopting existing
theoretical frameworks to CS research and propose the development and validation of
context-specific psychometric tests tailored to the unique CS landscape, especially for the
Global South.

A full list of author affiliations appears at the end of the paper.
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Introduction

itizen science (CS) is an approach where members of the

general public contribute to scientific research in various

ways including data collection, data analysis or even dis-
semination of research findings (Haklay, 2013; Pocock et al.,
2019). This can be done in collaboration with scientists or
institutions, with the aim of solving societal challenges (West,
2017). CS has several benefits including: (i) boosting research
capacity by generating large volumes of data, (ii) diversification of
knowledge by integrating both local and ‘expert’ knowledge, (iii)
enhancement of social capacity in terms of providing ‘informal’
education (Ashepet et al, 2021; Hulbert, 2016; Pocock et al.,
2019). As such, depending on the nature and goals of a project,
both productivity objectives (focusing on scientific outputs) and
democratization objectives (aligning scientific goals with the
public interest and values) can be achieved with CS (Alender,
2016; Sauermann et al., 2020). However, in order to realize these
benefits, participants not only need to be recruited but also
retained especially if engagement over a long term is required.

Motivation is generally regarded as the driving force behind a
given behaviour and this varies from person to person, place to
place or even the kind of activity (Clary and Snyder, 1999;
Fishbach and Ouré-Tillery, 2018). Therefore it is important to not
only understand why people take part in given activities but also
their specific social context (Beza et al., 2017; Pocock et al., 2019).
Just like all volunteering activities, the success and sustainability
of CS activities greatly depend on the citizen scientists who
contribute their time, energy, and skills (Beza et al. 2017). As
such, identifying the factors driving people into or out of action is
particularly vital for those wishing to mobilize CS as this provides
fundamental information for the design of recruitment and
retainment strategies (Wright et al., 2015). Indeed, studies have
shown that matching activities/tasks with participant motivation
translates to participant satisfaction and increased retention
(Alender, 2016; Finkelstein, 2008). However, literature on the
motivation of CS participants and why they (dis)continue, is
skewed towards cases in the Global North (Jeanmougin et al,
2017). In comparison, very few examples of studies on the factors
that drive CS participants into or out of action in the Global
South exist (Asingizwe et al., 2020; Beza et al., 2017; Jacobs et al,,
2019; West et al., 2021; Wright et al., 2015). Therefore, we aimed
to contribute to the literature by determining and assessing the
motivation of the CS participants linked to three projects estab-
lished in specific communities of southwest Uganda.

Several studies have explored participant motivations in the
context of CS, classifying these motivational factors into different
categories (Asingizwe et al., 2020). Over the years, CS motiva-
tional research has increasingly drawn inspiration from related
fields such as volunteerism, psychology and sociology (Beza et al.,
2017; Land-Zandstra et al., 2021; West et al., 2021). While most
studies do not explicitly define a theoretical foundation that
underpins their motivational categories, it is apparent that the
majority are rooted in the functional approach to volunteering
(Asingizwe et al., 2020; West et al, 2021). The functional
approach stands as the most utilized framework to assess and
understand motivations in general as well as in the CS field
(Alender, 2016; West et al., 2021). Although criticized for not
being exhaustive, the functional model describes six different
psychological functions or reasons for volunteering (Clary and
Snyder, 1999). These include (i) values—a concern for others, (ii)
understanding—to gain new knowledge or skills, (iii) social—to
create new or strengthen social relationships, (iv) career—to gain
experience for future prospects, (v) protective—to address per-
sonal negative feelings, and vi) enhancement- to improve self and
build one’s self-esteem. To evaluate these motivations, Clary and
colleagues (1992) established a framework known as the
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Volunteer Functions Inventory (VFI) built upon these six moti-
vational categories.

In addition, the Theory of Planned Behaviour (TPB), from the
field of psychology has been widely applied to predict an indi-
vidual’s intention to engage in a given behaviour/activity at a
specific time and place. According to Ajzen, (1991), TPB proposes
that behaviour is driven by intention- willingness to act—which is
steered by three factors: (i) attitude—positive or negative judge-
ments toward the behaviour, (ii) subjective norms—perceived
social pressure from significant others to perform the behaviour
or not, and (iii) perceived behavioural control (PBC)—perceived
ease or difficulty in executing a given behaviour. Occasionally,
additional variables are added to improve the predicting power of
TPB. These usually include self-identity (how individuals view
themselves) and moral obligation or personal norms (Chen,
2020).

The widespread use of these theoretical frameworks has been
attributed to their proven and excellent psychometric properties
(Chacon et al.,, 2017). The versatility of these frameworks has
been tested across varied settings, languages and fields (Asghar,
2015; Maund et al., 2020; Niebuur et al., 2019; Wright et al., 2015;
Xin et al.,, 2019). Given that most CS activities are often con-
sidered a form of volunteerism, these frameworks are therefore
shaping the CS motivation research landscape (Agnello et al,
2022; West et al., 2021). However, tailoring of the instruments to
the field of CS motivational research is still lagging; specifically,
concerning the critical step of scale evaluation which is funda-
mental for psychometric measures (Bernardi, 1994). Scale eva-
luation encompasses assessing scale validity (the extent to which
an instrument measures what it claims to measure rather than
something else) and reliability (the extent to which an instrument
gives the same measured outcome when measurements are
repeated) of the instruments (Taber, 2018). To the best of our
knowledge, there is currently a dearth of evidence to support scale
validity and reliability in the context of CS. In this contribution,
we discuss the reliability of the VFI and TPB factors when applied
in the CS field.

Specifically, we aim to elaborate on the internal consistency
reliability of the VFI and TPB factors when applied to a highly
motivated group of people like citizen scientists. We first provide
an overview of the conventional Cronbach’s alpha, its applica-
tions, and limitations together with alternatives to Cronbach’s
alpha. We then introduce our case studies, the collected data and
present the results: the calculation of Cronbach alpha without
establishing the underlying data structure as often overlooked by
studies (Bonett and Wright, 2015; Flora, 2020; McNeish, 2017).
This is followed by assumption verification and an investigation
of the effect of data transformation on alpha values. Lastly, results
obtained using alternative internal consistency reliability mea-
sures—less constrained by underlying assumptions—are pre-
sented. Based on the lessons learned, we formulate
recommendations for future research aiming to establish methods
for analysing motivation in the CS domain.

Assessing reliability

Reliability refers to the degree of interrelatedness among item
scores within a factor (Niebuur et al., 2019). For instance, con-
sider a test where the same question is asked five times using
different wording, the test is said to be reliable if the scores for all
questions are nearly similar (Boslaugh and Watters, 2009, p. 357).
The reliability index ranges between zero and one with values
closer to one indicating a higher internal consistency and vice
versa (Nimon et al., 2012). Three main approaches are used to
determine the reliability of tests depending on the study context
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and purpose: (i) test-retest reliability which assesses how con-
sistently a test performs when administered on different occasions
(repeated measurements), (ii) parallel-forms reliability which
evaluates how different versions of a test measure the same
concept, and lastly, (iii) internal consistency reliability focuses on
the extent to which items measure the same concept ie. how
consistent are the test scores if the items/questions are slightly
varied, as in multi-item tests (McNeish, 2017; Saad et al., 1999;
Tang et al., 2014). Internal consistency reliability is particularly
relevant when dealing with tests comprised of multiple items that
are intended to measure the same unobserved concept and can
thus be calculated from a single test administration (Tavakol and
Dennick, 2011). In this contribution, we focus on internal con-
sistency reliability for which several measurement indices exist
but Cronbach’s alpha is the most widely reported (Dunn et al.,
2014).

Cronbach’s alpha

Cronbach’s alpha («), hereafter referred to as alpha, measures the
extent to which item responses or scores are correlated with each
other by comparing the item correlations to the total variance of
the items (McNeish, 2017). The general formula for « is

k2
oa= k l—zi=10y
k—1 o2

where k is the number of items in the test, 02, is the variance of
each individual item i, i = 1, ..., k, and ¢2, is the variance for all
items in the factor.

Therefore, alpha is a function of the number of items in a test,
the item variances, and the variance of the total score. Bench-
marks for acceptable values of alpha range between 0.7 and 0.9
depending on the objectives of the study (Nimon et al.,, 2012;
Peters, 2014; Vaske et al., 2017). However, studies note that alpha
values need to be interpreted cautiously (Bernardi, 1994; Bonett
and Wright, 2015; Sijtsma, 2009; Taber, 2018; Tang et al., 2014).
This is because what constitutes an acceptable alpha is dependent
on the sample characteristics (Deng and Chan, 2016; Taber, 2018)
and the seldom met underlying assumptions (Peters, 2014).
Additionally, Sijtsma (2009) and others state that alpha does not
reflect the internal structure of a measured factor. Dunn and
colleagues (2014) thus recommend verifying the assumptions of
alpha before estimating it. However, it is common for authors to
only report the value of alpha without providing information on
the underlying data structure (Bonett and Wright, 2015;
McNeish, 2017).

Assumptions of alpha. Alpha relies on certain restrictive and
often unrealistic conditions of (i) normally distributed data, (ii)
unidimensionality, (iii) independent errors, and (iv) essential tau-
equivalence (McNeish, 2017). An increasing number of studies
have established that a transgression of these assumptions has
unpredictable effects on alpha (Bernardi, 1994; Dunn et al.,, 2014;
Flora, 2020; Sijtsma, 2009; Tavakol and Dennick, 2011; Trizano-
Hermosilla and Alvarado, 2016).

Continuous and normally distributed data. Estimation of alpha
assumes that the data is normally distributed given that alpha is a
function of observed covariances or correlations between items
(McNeish, 2017; Zumbo, 1999). The common practice for cov-
ariance estimation is to use the least-squares method often with a
Pearson covariance matrix, which requires that the variables are
continuous and normally distributed (McNeish, 2017; Zumbo,
1999). While most psychometric measurements rely on Likert
scale scores, it has been suggested that scales with more than five
levels can be treated as continuous (Flora, 2020; Trizano-

Hermosilla and Alvarado, 2016). However, according to McNe-
ish (2017) treating Likert scale scores as continuous data results in
reduced covariance leading to a negative bias in alpha. This is
even worsened by problematic skew which is inherent in Likert
scales (Norris and Aroian, 2004; Tavakol and Dennick, 2011).
Although the effect of nonnormal distribution on alpha is under-
investigated, Sheng and Sheng (2012) demonstrated that alpha is
a biased estimate of internal consistency reliability when the true
scores of the measured items follow a non-normal distribution.
Particularly they found that skewed leptokurtic distributions
result in less precise estimates of alpha, an observation also
reported by earlier studies (Green and Yang, 2009b).

Unidimensionality. Unidimensionality is a fundamental concept
used to infer the internal structure of the data. It expresses
whether the items used to measure a given concept are related to
a single, common factor (Flora, 2020; McNeish, 2017; Ziegler and
Hagemann, 2015). For unidimensionality to hold, the data must
fit a one-factor model as this implies that the items measure only
one latent variable. Therefore, differences in item responses—
after discarding any random error—are due to differences stem-
ming from a single latent variable (Ziegler and Hagemann, 2015).
The dimensionality in the data is typically established by factor
analytic models: confirmatory factor analysis (CFA) or explora-
tory factor analysis (EFA). When the relationships between items
and the target construct are well established, then CFA is pre-
ferred over EFA which is utilized to uncover potential associa-
tions among the items (Flora, 2020; Ziegler and Hagemann,
2015). Dimensionality is then derived from the model-fit para-
meter estimates of the measurement model. Common statistical
indices used to evaluate the goodness-of-fit of the measurement
model include the root mean square error of approximation
(RMSEA), comparative-fit index (CFI) and Tuckers-Lewis index
(TLI). While lower RMSEA values (<0.08) indicate a good model
fit, the reverse is true for the CFI and TLI values (>0.9). As such,
poor model-fit statistics of a one-factor model suggest multi-
dimensionality, a characteristic often associated with lower alpha
values (Dunn et al., 2014; Flora, 2020; Trizano-Hermosilla and
Alvarado, 2016).

Uncorrelated errors. Related to unidimensionality is the
assumption of uncorrelated errors. While unidimensionality
indicates whether items measure only a single underlying factor,
uncorrelated errors refer to the residual variances of the observed
variables that are not explained by the underlying latent factor in
the model (Flora, 2020; Ziegler and Hagemann, 2015). The linear
associations between the items and the latent factor expressed by
unidimensionality are rooted in the classical test theory (CTT)
model. CTT states that an observed score on an item is the sum of
the true score (for the underlying factor e.g., attitude) and the
measurement error score, i.e. observed score (X)=true score
(T) + error score (E) (Gu et al., 2013). As such, CTT assumes that
the measurement error scores are uncorrelated with the true
scores, the error scores for different items are uncorrelated, and
the sum of error scores for all the items should equal zero
(Zumbo, 1999). For instance, if a factor was measured using three
items (X1, X2 and X3), the value of the error components (E1, E2
and E3) associated with the three observations should not be
related to the value of their true scores (i.e., the error components
should not systematically be larger if the true values are larger).
Secondly, the error score should be independent and unrelated
for any pair of items (Boslaugh and Watters, 2009, p. 7). How-
ever, due to measurement errors or factors such as the order of
items, and unmodeled dimensions, there may be some variation
in the observed variables that cannot be explained by the
underlying latent factor (McNeish, 2017). Moreover, although
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Fig. 1 Visual representation of two different models using path diagrams. In the first model (a), a one-factor model is illustrated for a test comprising six
items, where all the items are influenced by a single underlying factor, attitude. In the second model (b), a bifactor model is depicted for the attitude test
which includes a general attitude factor that influences all items. Additionally, the model includes three subfactors that capture the excess covariance

among items with similar content.

measurement errors can arise from both random or chance fac-
tors and systematic factors that influence the measurement pro-
cess consistently, derivations based on the CTT concept primarily
focus on random errors as discussed in Bialocerkowski and
Bragge (2008) and Henson (2001). Ideally, since random errors
take no particular pattern, it is assumed to cancel out over
repeated measurements. Therefore, the presence of correlated
errors could highlight unexplained variations in a set of variables.
Gu et al. (2013) found that uncorrelated errors inflated alpha,
while McNeish (2017) noted that they generally led to unpre-
dictable effects on alpha estimates.

Tau-equivalence. The CTT model, upon which alpha derivation is
based, defines three models that measurement models can follow
(Dunn et al.,, 2014). The models are described based on the units
of measurement, degrees of precision, and/or error variances
(Sheng and Sheng, 2012). These include: (i) the parallel model—
the most severe model—assumes that the measurement units,
precision and the error of the item scores are identical, (ii) the
tau-equivalent model—similar to the parallel model but allows for
differences in error variances and (iii) the congeneric model- the
least restrictive and allows for variations in the measurement
units, precision and error (Peters, 2014; Sheng and Sheng, 2012;
Trizano-Hermosilla and Alvarado, 2016). To illustrate this, sup-
pose we have a hypothetical six-item instrument to measure
volunteer attitude towards reporting natural hazards all scored on
a seven-point Likert scale. If a one-factor model (Fig. 1a) is true
for the attitude factor, the standardized factor loadings of all items
need to be equal for the parallel and tau-equivalent models to
hold. In contrast, the congeneric model allows the standardized
factor loadings among the six items to vary. In the context of
alpha, alpha correctly represents the reliability of measurements
that adhere to the parallel or the less restrictive tau-equivalent
model (Bonett and Wright, 2015; Dunn et al., 2014; Flora, 2020).
Severe underestimates of reliability using alpha have been noted
when the assumption of tau-equivalence is violated and this is
worsened when factors consist of fewer (<10) items which is quite
often the case in practice (McNeish, 2017).

Alternative indices to estimate internal consistency
Overall, alpha is a true estimate of internal consistency reliability
if the assumptions of unidimensionality, tau-equivalence, normal
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distribution and uncorrelated errors are not violated (Flora, 2020;
Trizano-Hermosilla and Alvarado, 2016). However, in practice,
many measurement factors rarely meet these assumptions, par-
ticularly the tau-equivalence assumption; some items often have
strong associations with the target factor while others have weak
associations (McNeish, 2017). This implies that in principle most
measurement factors are congeneric or have items that measure
the target factor with varying magnitudes (Dunn et al, 2014;
Flora, 2020; McNeish, 2017). Several studies have noted greater
negative biases of alpha, particularly when deviations from a tau-
equivalent model occur (Fishbach and Ouré-Tillery, 2018; Green
and Yang, 2009a; Tavakol and Dennick, 2011; Trizano-
Hermosilla and Alvarado, 2016; Zhang and Yuan, 2016). In
such situations, Peters (2014) cautions that “alpha is no longer a
useful measure of reliability” and therefore alternative methods
are recommended. While McNeish (2017) describes several
alternative methods to assess reliability, we discuss two main
indices fronted in literature when alpha assumptions cannot be
met: omega (w) coefficients and the greatest lower bound (GLB)
(Trizano-Hermosilla and Alvarado, 2016).

Omega. Mcdonald’s Omega, also known as omega total, is
recommended as the most suitable estimate of internal con-
sistency reliability when the observed variables have unequal
factor loadings as in the congeneric model (Chakraborty, 2017;
McNeish, 2017; Peters, 2014). Indeed, when item factor loadings
are equal (tau-equivalent), omega estimates have been found to be
equal to alpha but when this assumption is violated, studies have
illustrated that omega is a more accurate estimate of reliability
than alpha (Dunn et al, 2014; McNeish, 2017; Trizano-
Hermosilla and Alvarado, 2016). However, according to
Trizano-Hermosilla and Alvarado (2016), omega is also a reliable
estimate when the conditions of unidimensionality and normality
are met but is a better choice than alpha in the presence of skewed
items. On the other hand, Flora (2020) found omega to be more
robust when there is evidence for multidimensionality, item skew
and when the sample size is small. Several variations of omega
exist but omega hierarchical and omega total are most commonly
applied. Omega hierarchy is suitable when the items used to
measure a common factor form clusters leading to a multi-
dimensional structure. In this case, a general factor influences all
items along with sub-factors that capture the covariance of
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clustered items with similar content. To demonstrate this, ima-
gine a factor with multiple items representing a concept called
“attitude towards solar panels”, but some items are related to
“tax”, some to “environment”, and others to “cost”, a clustering
effect might be observed due to the item-wording leading to
multidimensionality with sub-factors representing “attitude
towards tax”, “attitude towards environment”, “attitude towards
cost” (Fig. 1b). A bifactor model is then usually preferred for
factor analysis over the one-factor model whereby the general
factor loadings are used as the parameter estimates (Flora, 2020).
On the other hand, omega total is appropriate when there is
evidence of a one-factor model (Fig. 1a) without subfactors (Deng
and Chan, 2016; McNeish, 2017).

The greatest lower bound (GLB). Although seldom reported,
GLB represents the lowest possible reliability a test can have,
particularly when estimating reliability from a single test
administration (Sijtsma, 2009). In the context of CTT, GLB is
estimated from the covariance (Cov) matrix of the observed score
(X) as the sum of the covariance of the true score (T) and the
covariance of the error components (E) [ie, Cov(X)=
Cov(T) + Cov(E)] (McNeish, 2017). Conceptually, GLB estimates
reliability by first determining the highest possible error of the
observed scores which is then used to estimate the smallest value
of reliability possible (Bendermacher, 2017; McNeish, 2017).
Consequently, GLB values represent interval reliability where the
true reliability value of a latent factor lies between the GLB value
and 1 (Sijtsma, 2009). GLB has been reported to not only exceed
alpha even when all alpha assumptions are met but also to out-
perform omega particularly when data were skewed (McNeish,
2017; Trizano-Hermosilla and Alvarado, 2016). However, since
the derivation of GLB relies on the CTT concept, it still assumes
independent errors (Bendermacher, 2010). Additionally, some
studies suggest that GLB overestimates reliability when the
sample size is small although what constitutes a “small” sample
size is not precisely defined (Bendermacher, 2017; McNeish, 2017;
Trizano-Hermosilla and Alvarado, 2016).

In conclusion, the alternative reliability indices suggested are
not without limitations and given that the violation of several
conditions is common in practice, selecting the ideal index for
estimating reliability is complex. Also, studies comparing the
performance of alternative reliability indices with alpha mainly
rely on simulated data with well-defined assumptions. This has
led to varying conclusions and thus additional research is
required to evaluate these findings, particularly when applied to
real case studies (Trizano-Hermosilla and Alvarado, 2016).
Therefore, Peters (2014) suggests reporting multiple reliability
measures and investigating the internal structure of the data.

Data and methods

Study population. The study targeted two distinct groups: active
citizen scientists participating in two CS networks and a control
group composed of candidate citizen scientists. The CS networks
were established in select communities in southwest Uganda as
part of three projects namely:

1. Digital citizen science for community-based resilient
environmental management (D-SIRe), which aimed to
understand the risks posed by natural hazards. This project
had two clusters of citizen scientists, one launched in 2017
in the Rwenzori region, and another launched in 2019 in
the districts of Bushenyi and Buhweju.

2. Natural HAzards, RISks and Society in Africa (HARISSA)
was launched in 2019, with the aim of reducing the
incidence of natural hazards and associated risks in the
Kigezi region. The D-SIRe and HARISSA projects together

had 60 active citizen scientists also known as the ‘geo-
observers (GO)’ and they collected data on seven natural
hazards (landslides, floods, earthquakes, droughts, light-
ning, windstorms and hailstorms) (Jacobs et al., 2019;
Kanyiginya et al., 2023; Sekajugo et al., 2022).

3. Action Towards Reducing Aquatic snail-borne Parasitic
diseases (ATRAP), launched in 2020, was aimed at reducing
schistosomiasis in Kagadi and Ntoroko districts and had a
CS network of 25 active participants also called citizen
researchers. The citizen researchers collected data on
freshwater snails that transmit schistosomiasis weekly at
fixed water contact sites to infer transmission hotspots and
raise awareness regarding safe water practices.

Recruitment into the CS networks followed well-defined
criteria carefully drafted in consultation with local stakeholders
(i.e, community leaders and NGOs). The criteria included
administrative requirements such as Ugandan nationality,
residence in the community of interest, age over 18, proficiency
in basic English, as well as flexible conditions such as gender
balance, interest in community service, and past volunteering
experience (Brees et al., 2021; Jacobs et al, 2019). The local
leaders then nominated potential participants from which the
project team selected the active citizen scientists (ATRAP =25
and D-SIRE/HARISSA =60), while the remaining candidate
individuals included as a control group (ATRAP =30 and D-
SIRE/HARISSA = 60), had priority in case any active citizen
scientist dropped out. To enable the citizen scientists to carry out
their tasks smoothly, they were provided with resources, such as
financial compensation to cater for costs incurred while collecting
data (transport and mobile data), equipment like a smartphone
for data collection, and gumboots for protection while collecting
data, as well project identifiers like T-shirts and identity cards.
They also received training on the topics of research, and how to
navigate the open-source data collection application (KoboTool-
Box) before commencing the activities. Subsequently, refresher
trainings to share progress, feedback and challenges were
organized annually (Kanyiginya et al., 2023; Sekajugo et al,
2022). For this study, the respondents included both the citizen
scientists (CSs) who are active participants in the CS networks
and candidate citizen scientists or the control group (CG).

Theoretical background and measures. The study adopted a
quantitative research design, primarily utilizing the well-
established VFI and TPB frameworks as the theoretical founda-
tion for our investigation into the motivations of CS participants
in Uganda. The VFI and TPB items employed in the ques-
tionnaire were generated by reviewing existing literature to
identify established items used in similar studies (Ajzen, 2006;
Brayley et al, 2015; Clary and Snyder, 1999; Hagger and
Chatzisarantis, 2006; Niebuur et al., 2019; Wright et al,, 2015).
These were then modified and formulated to suit the unique
context of citizen science tasks described in the network overview
provided above (Table 1, Supplementary information).

The VFI was assessed using the standard inventory items
suggested by Clary et al (1992). Each of the VFI categories was
assessed using five statements, totalling 30 items. Items related to
the values function reflected the importance of helping others and
showing compassion (e.g., I collect and report data on—citizen
science activity—because I feel it is important to help others)
whereas those measuring the protective function were oriented
towards alleviating guilt and personal issues (e.g., collecting and
reporting data on—citizen science activity—is a good escape from
my own problems). Statements for the understanding function
emphasized the pursuit of knowledge (e.g., collecting and
reporting data on—citizen science activity—allows me to gain a
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Table 1 Data collection periods for the different citizen science networks and interview methods.
Group Number of participants Date of interview Interview setting
Geoobservers (GO) 51 August & Nov 2019 Group
59 Jan & Feb 2021 Individual
Control Group- GO 56 Nov 2019 Group
41 Jan & Feb 2021 Individual
ATRAP 23 Jan 2021 Individual
24 Oct 2021 Group
Control group-ATRAP 30 Jan 2021 Individual
34 Nov 2021 Group
ATRAP stands for the snail monitoring CS network and GO stands for Geo-Observer which is the CS network monitoring natural hazards.

new perspective on things). Items measuring the enhancement
function highlighted motives oriented towards enhancing self-
esteem (e.g., collecting and reporting data—citizen science
activity— increases my self-esteem) while the social function
addressed motives related to societal influence (e.g., people who
I'm close to want me to collect and report data on—citizen
science activity). Lastly, the career function included items such
as ‘collecting and reporting data on—citizen science activity—
allows me to explore different career options. Participants rated
the VFI items on a seven-point Likert scale ranging from one
(extremely inaccurate/unimportant) to seven (extremely accurate/
important), indicating the alignment of their perception of the CS
tasks with the provided statements.

On the other hand, items assessing the TPB factors (attitudes,
subjective norms, PBC, and intention) varied in number
according to Ajzen (2006). Six semantic differential scales,
prompted by the common stem T think collecting and reporting
data on—citizen science activity—‘were used to assess attitudes.
Response choices (e.g., bad/good, foolish/wise) were indicated on
a seven-point Likert scale, with higher scores suggesting a more
positive attitude. Six items were used to assess subjective norms,
five for PBC and three for intention, similarly responded to on a
seven-point Likert scale, with choices ranging from one (strongly
disagree) to seven (strongly agree). To increase the predicting
power of the TPB, self-identity and moral obligation were
included in the model as in Hagger and Chatzisarantis (2006) and
(Chen, 2020). Self-identity and moral obligation were assessed
using three items each, also evaluated using a seven-point Likert
scale ranging from one (strongly disagree) to seven (strongly
agree). Altogether, the TPB items amounted to 26 items.

Data collection. To gather data, we designed a semi-structured
questionnaire with three main sections: (1) the first section
gathered personal information, such as gender, age, and educa-
tion level; (2) the second section contained the VFI questions; and
(3) the last section covered the extended TPB factors. To avoid
bias, the VFI and TPB questions were randomly placed in the
questionnaire. The questionnaire was administered in a face-to-
face fashion providing an opportunity for immediate clarification
of the questions, back-translation to minimize misinterpretation
and capture nuanced information beyond the structured ques-
tions (Mukherjee et al, 2018; Young et al, 2018). Notes and
expressions were thus recorded for additional context. The
questions were posed in a conversational style and answered by
the respondents individually under two settings: individual and
group-based sessions, henceforth referred to as Individual (I) and
Group (G) interviews respectively. While individual sessions
provided a more private environment for participants to express
their personal perspectives, group-based sessions were aimed at
creating a supportive environment and fostering a sense of
comfort and security (Milewski and Otto, 2017). The sessions,
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conducted by trained researchers within the CS projects, lasted
about an hour and occurred at different moments between 2019
and 2021 (Table 1). The first round of data collection was fol-
lowed by a second round after a refresher training to identify the
potential effects of CS organizational designs. This generated four
data sets based on the interview method and the CS network
namely ATRAP_I (n=53), ATRAP_G (n=58), GO_G
(n=107) and GO_I (n=100) whereby the division of the par-
ticipants over control group and participants is specified in
Table 1.

Data analysis. Data analysis was organized in three stages: (1) a
priori analyses of reliability using Cronbach’s alpha, (2) exam-
ination of assumptions related to the internal structure for each
factor, and (3) reliability analysis using alternative indices. Stage
one focused on reverse coding negatively worded items particu-
larly in the TPB, descriptive statistics (i.e., mean, standard
deviation, skewness, kurtosis) and internal consistency reliability
using alpha for each factor in the Psych package (Revelle, 2015).
Missing data, specifically occurring in the GO group interviews,
were excluded from the analysis. For completeness, analyses were
repeated for the respondent groups (CSs and CG) separately and
results were provided in the supplementary information.

In the second stage, analyses to investigate the internal
structure of the factors and the assumptions of alpha (i.e.,
normality, unidimensionality, uncorrelated errors and tau-
equivalence) were conducted according to Flora (2020) and
McNeish (2017). First, item analysis was conducted to evaluate
the correlation between individual items and the total-item
correlation per factor. Ideally, these correlations should surpass
0.2 (Boonyaratana et al., 2021; Niebuur et al,, 2019). Next, item
distribution was assessed using: (i) the Shapiro-Wilk test of
normality and (i) the degree of distortion from a normal
distribution or skewness, considering values above +2 as
problematic, in line with Muzaffar (2016). Transformations were
applied to address the identified skew following the recommen-
dations of Tabachnick et al. (2013), and subsequently assessing
alpha with the transformed data (Norris and Aroian, 2004). Then
one-factor models based on our prior theoretical knowledge for
each VFI and TPB factor were specified using confirmatory factor
analysis within the Lavaan package (Rosseel, 2012). The CFA
models were freely estimated using the robust maximum
likelihood (MLR) to account for deviations from normal
distributions inherent in Likert scale data (Flora, 2020). We
assessed the unidimensionality assumption based on recom-
mended model fit parameters, specifically CFI/ TLI>0.93 and
RMSEA/SRMR < 0.08 according to Leach et al. (2008). Addition-
ally, the residual or observed correlation matrices for the items
from the CFA models were analysed to investigate the presence of
error correlations. We defined residual correlation between item
pair values exceeding 0.1 as notable, given that smaller error
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Table 2 Demographics of the study participants.
Variable CS network

ATRAP Geoobservers TOTAL

n % n % n %
Gender
Male 41 774 78 729 no 744
Female 12 226 29 27.1 41 256
Age
20-29 7 132 43 40.3 50 312
30-39 27 509 46 43 73 456
40-49 16 302 M 10.3 27 169
+50 3 57 6 5.6 9 5.62
Education level
Low (primary) 11 208 16 15.1 27 169
Lower secondary 19 358 24 22.4 43 269
Upper secondary 6 n3 23 21.5 29 181
High (University & Tertiary) 17 321 44 111 61 381
Employment status
Employed (salary) 8 151 17 15.9 25 156
Self-employed 40 755 76 71 Mn6 725
Unemployed 5 9.4 14 131 19 N9

correlation values are generally seen as indicative of a good fit
between the model and the observed data (Flora, 2020; Gerbing
and Anderson, 1984). Since the CFA models were freely
estimated, the tau-equivalence assumption was established by
assessing the standardized factor loadings of the items per factor.
To elaborate on the tau-equivalence violation, corresponding
CFA-constrained models were estimated and a model chi-square
difference test also known as the likelihood ratio test conducted,
comparing the freely estimated models with the constrained
models following the recommendations of McNeish (2017). The
models were compared using the ANOVA function from the
Lavaan package, rejecting the null hypothesis if the likelihood
ratio test results were significant (p <0.05), implying that the
constrained model fits the data significantly worse than the freely
estimated model. In such cases, violation of tau-equivalence was
confirmed and thus we proceeded with the freely estimated model
(McNeish, 2017; Rosseel, 2012). Conversely, when the null
hypothesis was accepted, model selection was based on
descriptive model comparison, selecting the model with a lower
AIC (Akaike Information Criterion) (Werner and Schermelleh-
Engel, 2010). Furthermore, we employed the tau.test function
from the coefficientalpha package by Zhang and Yuan (2016) to
assess both the tau-equivalence and homogeneity of the items.
The test utilizes the robust F-statistic which is particularly
beneficial in cases of small sample sizes where chi-square tests
may yield less stable results. The F-statistic is considered more
reliable under such circumstances, contributing to the test’s
suitability for our study (McNeish, 2020). According to Zhang
and Yuan (2016), outlying or extreme observations can be
controlled by adding a down-weighting rate (e.g., varphi = 0.1) or
assigning them lower weights. However, in this study, we opted
not to downweigh any scores since our main aim was to estimate
the tau-equivalence and homogeneity of items, thus using all the
data for analysis.

Alternative reliability indices (omega total and GLB) were
computed and reported alongside alpha as suggested by Revelle
and Condon (2019). For meaningful comparison, we set the
reliability threshold to 0.7 and above for all indices, since values
closer to one are considered acceptable (Nimon et al, 2012).
Omega total was computed from the freely estimated CFA
models specified using the reliability function of the semTools
package by Jorgensen et al. (2022) while GLB was estimated from

the glb function of the psych package (Revelle and Condon (2019).
Finally, we complement these quantitative observations with
qualitative insights obtained from metadata or secondary data
documented by the first author during the interviews. Specifically,
we extract quotes from the notes to provide additional context to
the quantitative data and to enhance the interpretability and
relatability of the results.

All analyses were conducted in R version 4.2.2 and the criterion
for establishing statistical significance was set at p <0.05. The
simplified R script with the code used for the analysis is provided
(see the “Data availability” statement below).

Results

Participant characteristics. Table 2 shows that the respondents
were predominantly male (74%), between 20 and 59 years of age
(Mean 34, SD. 8years). Although 38% of all participants had a
high education level (completed university or tertiary training)
most of them belonged to the Geoobserver network (44/61). Also,
under 20% of the participants had a salaried job while the
majority (72%) of the participants were self-employed in different
sectors predominately agriculture.

Factor analysis and a priori Cronbach alphas. Altogether 48
factors were examined, encompassing six VFI and six TPB factors
pooled from two different audiences with two different interview
settings. Figure 2 presents the mean, standard deviation, and
alpha values for these factors. The factors displayed high average
scores ranging from 4.6 (PBC factor; ATRAP_G) to 6.7 (attitude
factor; ATRAP_G). For the VFI, ‘Understanding’, ‘Values’,
‘Career’ and ‘Enhancement’ factors across both CS networks
received the highest scores while the ‘Social’ and ‘Protective’
motivational factors were consistently scored low regardless of the
interview method. Conversely, the ‘Attitude’ and ‘Intention’ fac-
tors of the TPB received the highest scores while ‘PBC’ con-
sistently received low scores (Fig. 2).

The internal consistency reliability using alpha varied across
factors ranging from a=0.91 (attitude factor; GO_G) to
a = —0.03 (PBC factor; GO_I) for the TPB factors and o = 0.83
(protective factor; ATRAP_G) to a=0.34 (values factor;
ATRAP_G) for the VFI factors. Overall, most VFI factors
demonstrated relatively adequate alpha values, with 8 of the 24
analysed factors surpassing the recommended 0.70 criterion. In
contrast, only two TPB factors (attitude and subjective norms)
presented adequate alpha values while PBC, intention, moral
obligation, and self-identity consistently exhibited low unaccep-
table alpha values. Notably, a persistent and consistent pattern in
the average scores and alpha values was observed across the CS
networks and interview settings, despite the interviews occurring
several months apart. Note that these patterns generally do not
change when splitting the data into the different respondent
groups (i.e., active and control groups), as demonstrated in Fig.
1a, b, Supplementary information.

Internal structure and underlying alpha assumptions

Normality and skew. Table 3 shows the mean, item-total correla-
tion, and standardized factor loadings for the analysed VFI and
TPB items, while the specific item wording can be found in Table
1, Supplementary information. Generally, the average scor