Humanities & Social Sciences

Communications

ARTICLE B creck o vesatn
https://doi.org/10.1057/541599-024-02807-x OPEN

Applying machine learning algorithms to predict
the stock price trend in the stock market - The case
of Vietnam
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The aims of this study are to predict the stock price trend in the stock market in an emerging
economy. Using the Long Short Term Memory (LSTM) algorithm, and the corresponding
technical analysis indicators for each stock code include: simple moving average (SMA),
convergence divergence moving average (MACD), and relative strength index (RSI); and the
secondary data from VN-Index and VN-30 stocks, the research results showed that the
forecasting model has a high accuracy of 93% for most of the stock data used, demonstrating
the appropriateness of the LSTM model and the test set data is used to evaluate the model's
performance. The research results showed that the forecasting model has a high accuracy of
93% for most of the stock data used, demonstrating the appropriateness of the LSTM model
in analyzing and forecasting stock price movements on the machine learning platform.
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Introduction

redicting the future direction of stock prices has been an

interest sector of researchers and investors. The factors and

sources of information to be considered are varied and
wide. This makes it very difficult to predict future stock market
price behavior. It is evident that stock prices cannot be accurately
predicted. There is quite a bit of research that seeks to address
that challenge, offering a variety of approaches to achieving the
goal (Appel, 2005; Brown et al., 1998; El-Nagar et al., 2022; and
Fromlet, 2001).

Follow experimental research this approach, there were studied
of Sen and Chaudhuri (2016) and Sen (2017) using time series
decomposition to forecast stock prices and gives results with a
potential accuracy. In addition, forecasting stock prices in the
short term by applying machine learning and deep learning
algorithms also show very high results (Sen and Chaudhuri, 2016;
Sen & Datta Chaudhuri, 2018). Besides, Mehtab and Sen (2019)
confirmed the strong and reliable stock price prediction ability of
machine learning models, both regression and classification.
Together with data from analyzing user’s emotions on social
networks, using self-organizing fuzzy neural network (SOFNN)
algorithm, the authors demonstrated a high degree of accuracy in
predictive values of NIFTY index. In addition, the authors used
an compound neural network (CNN) algorithm in forecasting for
time series data, and achieved high-accuracy prediction results
(Mehtab and Sen, 2020).

With recent research trends, a popular approach is to apply
machine learning algorithms to learn from historical price data,
thereby being able to predict future prices. The scale demon-
strates predictive power on historical stock price data that out-
performs other methods due to its suitability for this data type.
Regressive neural networks have short-term memory and the
hypothesis to be explored here is that this feature can be beneficial
in terms of results when compared with more traditional methods
(Nelson et al. 2017).

In particular, the LSTM algorithm (Long Short- Term Mem-
ory) confirms the stability and efficiency in short-term stock price
forecasting. This is a regressive neural algorithm with suitable
properties thanks to its ability to distinguish and synthesize the
effects of short-term and long-term factors, by giving different
weights to each parameter while skipping the memory it con-
siders irrelevant to predict the next output. That way, the LSTM
algorithm is capable of handling longer input sequences when
compared to other repeating neural networks that can only
memorize short sequences (Pahwa et al. 2017). LSTM is one of
the most successful RNNs algorithms. LSTM introduces the
memory cell, a unit of computation that replaces traditional
artificial neurons in the hidden layer of the network. In addition,
networks can efficiently link memories and input just-in-time,
thus making it suitable for capturing time-flexible data structures
with high predictability (Chen et al. 2015).

With the nature of short-term predictive analysis based on
time series data, the combination of machine learning and tech-
nical analysis in forecasting stock prices in the short term is
widely applied. Further, a few studies suggest stock price technical
analysis patterns where the goal is to detect stock volatility pat-
terns that lead to returns for investors. For this purpose, different
stock price and technical analysis indicators have been proposed,
such as Bollinger Band, moving average convergence divergence
(MACD), relative strength index (RSI)), moving average (MA),
stochastic momentum (MS), meta sine wave (MSW). In addition
to these indicators, some well-known patterns in stock price
movements, such as head and shoulders, triangle, flag, Fibonacci
fan, Andrew’s pitchfork, etc., are also considered as one of the
important indicators for investing in the stock market (Nelson
et al. 2017; Borovkova and Tsiamas, 2019). These approaches
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provide more effectiveness for potential investors in making
investment decisions.

Another possibility, a time-series can be studied by many
techniques, possibly using the DID (difference in difference)
method as discussed in the study of Trinh et al. (2021), or you can
use other methods such as the non-linear autoregressive dis-
tributed lag of Le et al. (2022). However, LSTM model is more
appropriate in short-term stock price forecasting in the field of
machine learning. In addition, this method has not been widely
used in the Vietnamese market. Furthermore, Vietnam’s stock
market was established in 2000, but it has developed rapidly and
has a market capitalization of 82.15% of GDP. Of which, the
number of accounts is up to 6.98 million for domestic investors,
and 38,897 for foreign investors (Hoang, 2023). Therefore, pre-
dicting stock prices is the goal and need of investors to help them
have a more effective investment portfolio. Moreover, according
to the author’s review of previous studies, there are currently no
studies testing the effectiveness of the LSTM model in combi-
nation with technical analysis indicators in the Vietnamese
market. Therefore, the objective of this study is to evaluate the
applicability of cyclic neural networks, especially LSTM networks
combined with technical analysis indicators, to the problem of
price volatility prediction stocks on the market. Evaluate their
performance in terms of accuracy and other metrics through tests
on VNindex data and VN30 stock group.

The remainder of the study can be divided as follows: Section
“Theoretical basis” discusses the theoretical basis, while Section
“Data collection and research Methodology” is for Data collection
and research Methodology. In addition, Section “Research results
and discussions” discusses the research results and discussions.
Finally, Section “Conclusions” depicts the conclusions.

Theoretical basis

Foundation theory. When discussing the stock market, with its
inherent and complexity, the predictability of stock returns has
always been a subject of debate that attracts much research. Fama
(1970) postulates the efficient market hypothesis that determines
that the current price of an asset always reflects all prior infor-
mation available to it immediately. In addition, the random walk
hypothesis states that a stock’s price changes independently of its
history, in other words, tomorrow’s price will depend only on
tomorrow’s information regardless of today’s price (Burton,
2018). These two hypotheses establish that there is no means of
accurately predicting stock prices.

On the other hand, there are other authors who argue that, in
fact, stock prices can be predicted at least to some extent. And a
variety of methods for predicting and modeling stock behavior
have been the subject of research in many different disciplines,
such as economics, statistics, physics, and computer science (Lo
and MacKinlay, 1999).

Technical analysis indicator. A popular method for modeling
and predicting the stock market is technical analysis, which is a
method based on historical data from the market, primarily price
and volume. Quantity. Technical analysis follows several
assumptions: (1) prices are determined exclusively by supply and
demand relationships; (2) prices change with the trend; (3)
changes in supply and demand cause the trend to reverse; (4)
changes in supply and demand can be identified on the chart;
And (5) the patterns on the chart tend to repeat. In other words,
technical analysis does not take into account any external factors
such as political, social or macroeconomic (Kirkpatrick &
Dahlquist, 2010). Research by Biondo et al. (2013) shows that
short-term trading strategies based on technical analysis
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Fig. 1 Structure of a recurrent neural network (RNN). Source: Lai et al.
(2019).

indicators can work better than some traditional methods, such as
the moving average convergence divergence (MACD) and the
relative strength index (RSI).

Technical analysis is a well method of forecasting future
market trends by generating buy or sell signals based on specific
information obtained from those prices. The popularity and
continued application of technical analysis has become widely
recognized with techniques for uncovering any hidden pattern
ranging from the very rudimentary analysis of the moving
averages to the recognition of rather complex time series patterns.
Brock et al. (1992) show that simple trading rules based on the
movement of short-term and long-term moving average returns
have significant predictive power with daily data for more than a
century on the Dow Jones Industrial Average. Fifield et al. (2005)
went on to investigate the predictive power of the ‘filter’ rule and
the ‘moving average oscillator’ rule in 11 European stock markets,
including covering the period from January 1991 to December
2000. Their key findings indicate that four emerging markets:
Greece, Hungary, Portugal and Turkey, are information ineffi-
cient, compared with seven more advanced other markets. Past
empirical results support technical analysis (Fifield et al. 2005);
however, such evidence can be criticized because of data bias
(Brock et al. 1992).

Long short term memory LSTM algorithm. Flman (1990)
proposed a Recurrent Neural Network (RNN). Basically, RNN
solves the problem of processing sequence data, such as text,
voice, and video. There is a sequential relationship between
samples of this data type and each sample is associated with its
previous sample. For example, in text, a word is related to the
word that precedes it. In meteorological data, the temperature of
one day is combined with the temperature of the previous few
days. A set of observations is defined as a sequence from which
multiple sequences can be observed. This feature of the RNN
algorithm is very suitable for the properties of time series data in
stock analysis as the Fig. 1:

Figure 1 shows the structure of an RNN, in which the output of
the hidden layer is stored in memory. Memory can be thought of
as another input. The main reason for the difficulty of RNN
training is the passing of the hidden layer parameter w. Since the
error propagation on the RNN is not handled, the value of w
multiplies during both forward and reverse propagation. (1) The
problem of Gradient Vanishing is that when the gradient is small,
increasing exponentially, it has almost no effect on the output. (2)
Gradient Exploding problem: conversely, if the gradient is large,
multiplying exponentially leads to gradient explosion. Of course,

Current c
state

Fig. 2 Structure of an LSTM unit. Source: Ding et al. (2015).

this problem exists in any deep neural network, but it is especially
evident due to the recursive structure of the RNN. Further, RNNs
differ from traditional relay networks in that they not only have
neural connections in one direction, in other words, neurons can
transmit data to a previous layer or same class. Not storing
information in a single direction, this is a practical feature of the
existence of short-term memory, in addition to the long-term
memory that neural networks have acquired through training.

The Long Short Term Memory (LSTM) algorithm introduced
by the research of Hochreiter and Schmidhuber (1997) aims to
provide better performance by solving the Gradient Vanishing
problem that repeated networks will suffer when dealing with
long strings of data. In LSTM, each neuron is a “memory cell”
that connects previous information to the current task. An LSTM
network is a special type of RNN. The LSTM can capture the
error, so that it can be moved back through the layers over time.
LSTM keeps the error at a certain maximum constant, so the
LSTM network can take a long time to train, and opens the door
to setting the correction of parameters in the algorithm (Liu et al.
2018). The LSTM is a special network topology with three
“gateway” structures (shown in Fig. 2). Three ports are placed in
an LSTM unit, which are called input, forget, and output ports.
While the information enters the network of the LSTM, it can be
selected according to the rules. Only information that matches the
algorithm will be forwarded, and information that does not match
will be forgotten through the forget gate.

This gate-based architecture allows information to be selec-
tively forwarded to the next unit based on the principle of the
activation function of the LSTM network. LSTM networks are
widely used and achieved some positive results when compared
with other methods (Graves, 2012), especially in terms of Natural
Language Processing, and especially for handwriting recognition
(Graves et al. 2008). The LSTM algorithm has branched out into a
number of variations, but when compared to the original they do
not seem to have made any significant improvements to date
(Greff et al. 2016).

Experimental study. Data on the stock market is very large and
non-linear in nature. To model this type of data, it is necessary to
use models that can analyze the patterns on the chart. Deep
learning algorithms are capable of identifying and exploiting
information hidden within data through the process of self-
learning. Unlike other algorithms, deep learning models can
model this type of data efficiently (Agrawal et al. 2019).

The research studies analyzing financial time series data using
neural network models using many different types of input
variables to predict stock returns. In some studies, the input data
used to build the model includes only a single time series (Jia,
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2016). Some other studies include both indicators showing
market information and macroeconomic variables (White, 1988).
In addition, there are many different variations in the application
of neural network models to time series data analysis: Ding et al.
(2015) combine financial time series analysis and processing
natural language data, Roman and Jameel (1996) and Heaton
et al. (2016) use deep learning architecture to model multivariable
financial time series. The study of Chan et al. (2000) introduces a
neural network model using technical analysis variables that has
been performed to predict the Shanghai stock market, compared
the performance of two algorithms and two different weight
initialization methods. The results show that the efficiency of
back-propagation can be increased by learning the conjugate
gradient with multiple linear regression weight initializations.

With the suitable and high-performance nature of the
regression neural network (RNN) model, a lot of research has
been done on the application of RNN in the field of stock analysis
and forecasting. Roman and Jameel (1996) used back-to-back
models and RNNs to predict stock indexes for five different stock
markets. Saad, Prokhorov, and Wunsch (1998) apply delay time,
recurrence, and probability neural network models to predict
stock data by day. Hegazy et al. (2014) applied machine learning
algorithms such as PSO and LS-SVM to forecast the S&P
500 stock market. With the advent of LSTM, data analysis became
dependent on time becomes more efficient. The LSTM algorithm
has the ability to store historical information and is widely used in
stock price prediction (Heaton et al. 2016).

For stock price prediction, LSTM network performance has
been greatly appreciated when combined with NLP, which uses
news text data as input to predict price trends. In addition, there
are also a number of studies that use price data to predict price
movements (Chen et al. 2015), using historical price data in
addition to stock indices to predict whether stock prices will
increase, decrease or stay the same during the day (Di Persio and
Honchar, 2016), or compare the performance of the LSTM with
its own proposed method based on a combination of different
algorithms (Pahwa et al. 2017).

Zhuge et al. (2017) combine LSTM with Naiev Bayes method
to extract market emotional factors to improve predictive
performance. This method can be used to predict financial
markets on completely different time scales from other variables.
The sentiment analysis model is integrated with the LSTM time
series model to predict the stock’s opening price and the results
show that this model can improve the prediction accuracy.

Jia (2016) discussed the effectiveness of LSTM in stock price
prediction research and showed that LSTM is an effective method
to predict stock returns. The real-time wavelet transform was
combined with the LSTM network to predict the East Asian stock
index, which corrected some logic defects in previous studies.
Compared with the model using only LSTM, the combined model
can greatly improve the prediction degree and the regression error
is small. In addition, Giilmez (2023) believed that the LSTM model
is suitable for time series data on financial markets in the context of
stock prices established on supply and demand relationships.
Researching on the Down Jones stock index, which is a market for
stocks, bonds and other securities in USA, the authors also did the
stock forecasts for the period 2019 to 2023. Another research by
Usmani Shamsi (2023) on Pakistan stock market research on
general market, industry and stock related news categories and its
influence on stock price forecast. This confirms that the LSTM
model is being used more widely in stock price forecasting recently.

Data collection and research methodology
Data collection. The research apply LSTM algorithm and tech-
nical analysis indicators to forecast price trends on the
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Vietnamese stock market. To accomplish the above research
objective, the authors used research data, including price history
of VN-Index and stocks in group VN-30, collected from sec-
ondary data sources at website vietstock.vn. The specific list of
stocks to be collected is as follows:

Table 1 shows that the study selected 31 enterprises and all are
currently large enterprises, mainly in the VN-30 group. On the
Vietnamese stock market, VN-30 is a group of 30 securities with
large market capitalization and high liquidity, and is a typical
representative of the stock market (here representing VN-Index).
In addition, the time to collect historical price data starts from the
time the shares are listed on the stock exchange to April 1, 2021.
This period is closely related to the impact of the pandemic, so
this study conducts a forecast assessment in the impact of the
pandemic. Further, the price history data length of the stocks will
be different because these stocks have different listing start dates.
The classification method is used according to the GICS
classification system standard.

Data is initially collected below, including the following
indexes: closing price, opening price, highest price, lowest price
and trading volume corresponding to each trading session of the
stocks in the list. This historical price data is processed through
the following specific steps:

Step 1: check the data, handle the defects of the data such as:
empty data, data deviation. Instances with defective data will
be checked and supplemented.

Step 2: Calculate the corresponding technical analysis indica-
tors for each stock, including: simple moving average (SMA),
convergence divergence moving average (MACD), and relative
strength index (RSI).

Step 3: Historical price data is aggregated with the correspond-
ing technical analysis indicator, observations that lack data due
to differences in the calculation process of technical analysis
indicators will be eliminated.

Step 4: Aggregate data including price history and technical
analysis indicators are used as input data for the Long Short
Term Memory (LSTM) model to make stock price forecasts.

The author uses Microsoft Office Excel software and Python
language to calculate technical analysis indicators, process and
analyze data. The Long Short Term Memory (LSTM) model is
built on the basis of the Sklearn, Keras and Tensorflow support
libraries.

Research methodology. This study uses the Model of Long Short
Term Memory (LSTM). In addition, the data is divided into two
separate sets: training and testing. The training set includes data
from the listing start date to December 31, 2020, the test set
includes data from January 1, 2021 to April 1, 2021. The training
set data is used to LSTM model and the test set data is used to
evaluate the model’s performance. The data in the training and
testing sets are completely independent, to ensure objectivity in
the process of evaluating the performance of the model.

The advantage of the LSTM method can be confirmed that this
method is processed on daily data, so it is possible to measure
daily stock price fluctuations, and at the same time study can
control the accuracy of analysis through the accuracy of the
model’s prediction.

Authors used the step coefficient of the LSTM model as 60.
That is, the LSTM model will use the data of the previous 60 days
to forecast the stock price at the next day. Accordingly, the LSTM
model is built with a structure of 4 layers including the following
specific coefficients:

Layer 1: units =30, activation = ‘relu’, Dropout(0.1), input
shape corresponding to the specific data size of each stock code
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Table 1 List of stock codes used in the study.

No. Code Company's name Branch Listing date
1 VN-Index VN-Index N/A 20/07/2000
2 BID Bank for Investment and Development of Vietnam Finance 24/01/2014
3 BVH Bao Viet Group Finance 25/06/2009
4 CTG Bank of Industry and Trade of Vietnam Finance 16/07/2009
5 FPT FPT Corporation Technology 13/12/2006
6 GAS Vietnam Gas Corporation Utilities 21/05/2012
7 HDB Ho Chi Minh City Development Commercial Bank Finance 05/01/2018
8 HPG Hoa Phat Group Joint Stock Company Manufacturing 15/11/2007
9 KDH Khang Dien House Trading and Investment Joint Stock Company Build 01/02/2010
10 MBB Military Commercial Joint Stock Bank Finance 01/11/201

n MSN Masan Group Joint Stock Company Manufacturing 05/11/2009
12 MWG Mobile World Investment Joint Stock Company Retail 14/07/2014
13 NVL Nova Real Estate Investment Group JSC Build 28/12/2016
14 PDR Phat Dat Real Estate Development Joint Stock Company Build 30/07/2010
15 PLX Vietnam National Petroleum Corporation QOil and Gas 21/04/2017
16 PNJ Phu Nhuan Jewelry Joint Stock Company Manufacturing 23/03/2009
17 POW PetroVietnam Power Corporation Utilities 14/01/2019
18 REE Refrigeration Mechanical and Electrical Joint Stock Company Build 28/07/2000
19 SBT Thanh Thanh Cong Joint Stock Company - Bien Hoa Manufacturing 25/02/2008
20 SSI SSI. Securities JSC Finance 29/10/2007
21 STB Saigon Thuong Tin Commercial Joint Stock Bank Finance 12/07/2006
22 TCB Vietnam Technological and Commercial Joint Stock Bank Finance 04/06/2018
23 TCH Hoang Huy Financial Services Investment Joint Stock Company Build 05/10/2016
24 TPB Tien Phong Commercial Joint Stock Bank Finance 19/04/2018
25 VCB Joint Stock Commercial Bank for Foreign Trade of Vietnam Finance 30/06/2009
26 VHM Vinhomes Joint Stock Company Build 17/05/2018
27 VIC Vingroup company Build 19/09/2007
28 VIC Vietjet Aviation Joint Stock Company Carriage 28/02/2017
29 VNM Vietnam Dairy Products Joint Stock Company Manufacturing 19/01/2006
30 VPB Vietnam Prosperity Joint Stock Commercial Bank Finance 17/08/2017
31 VRE Vincom Retail JSC Build 06/11/2017
Note: More information of these stocks can be referred to all Figure of the Appendix.

Source: The authors' analysis.

Model: "sequential_101"

Layer (type) Output Shape Param #
lstn dea (LsTM)  (Nome, 60, 30) 4860
dropout_388 (Dropout) (None, 68, 30) e
1stm_485 (LSTM) (None, 68, 40) 11360
dropout_389 (Dropout) (None, 60, 40) <]
lstm_406 (LSTM) (None, 60, 50) 182ee
dropout_390 (Dropout) (None, 60, 50) ]
1stm_407 (LSTM) (None, 69) 26640
dropout_391 (Dropout) (None, 60) ]
dense_101 (Dense) (None, 1) 61

Total params: 61,061
Trainable params: 61,061
Non-trainable params: @

Fig. 3 LSTM model. Source: The authors’ analysis.

Layer 2: units = 40, activation = ‘relu’, Dropout(0.1)
Layer 3: units = 50, activation = ‘relu’, Dropout(0.1)
Layer 4: units = 60, activation = ‘relu’, Dropout(0.1)

The model is built on the specific Python language platform in
the Fig. 3 as follows:

Figure 3 indicates that the model is compiled with the
following specific coefficients: optimizer = ‘adam’, loss ="

mean_squared_error’. Next, fit the model with the following
coefficients: epochs = 1000, batch_size = 32. That is, the model
will loop 1000 times to correct the coefficient of fit. However, in
order to reduce computational complexity and ensure feasibility
in model building, the author uses EarlyStopping with the
following  coefficients: monitor = ‘loss’,  patience =8,
restore_best_weights = True.

After building the LSTM model with the training set data, the
LSTM model will forecast stock prices for the corresponding
observations of the test set, that is, the trading sessions from
January 1, 2021 until April 1, 2021. The stock price forecasted
from the model will be compared with the actual stock price of
the respective trading session. The accuracy of the model’s
prediction is evaluated based on the following formula:

A=—"— =
J n

Where: Aj: the accuracy of the model’s forecast for share j; Vy;:
actual closing price of share j at the it trading session in the test
set; Pyj: forecast result for the price of stock j at the ih trading
session in the test set; n: number of sessions in the test set.

The prediction accuracy of the LSTM model will be compared
with the baseline value of 93%. According to the trading
regulations on the Ho Chi Minh City Stock Exchange, Vietnam,
the maximum fluctuation range of stock prices in one trading
session is 7%. Thus, if making a stock price forecast by the
simplest method that today’s price will be equal to yesterday’s
price (i.e., there is no change in stock price), then the degree of
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error is 7%. Thus, the baseline value of forecast accuracy is 93%. If
the model’s accuracy level is below 93%, the model is not efficient.

Research results and discussions

When apply LSTM algorithm and technical analysis indicators to
forecast price trends on the Vietnamese stock market. In this
section, authors will present the results of the data after per-
forming the analysis according to the research process and
method, as well as make comments and discuss the research
results.

Figure 4 shows the list of stocks in the VN-30 group has mainly
in the industry groups: finance, construction and manufacturing.
Figure 4 indicates that companies in these industry groups have
high corporate capitalization, which is why many companies in
these industry groups appear in the list of stocks selected for the
study.

The LSTM model predicts stock prices corresponding to the
trading sessions in the test set. The test set data length includes
observations from January 1, 2021 to April 1, 2021. Thus, there
are all 78 trading sessions observed in the test set. For each dif-
ferent stock ticker, the forecast performance of the built model is
also different. Figure 5 shows the forecast results of the LSTM
model for the VN-Index on the data set.

It can be seen that the price forecast from the LSTM model
tends to be very similar to the variation trend of the actual price

B Retail

¥ Technology

m Oil
Manufactunng

¥ Finance

B Utilities

B Transport

m Construction

Fig. 4 Classification of VN30 listed companies by industry. Source: The
authors’ analysis.
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on the data of the test set. In addition, the difference between the
forecast price and the actual price is not significant. Note that for
each data of different stocks, the accuracy of the LSTM model’s
forecast will have a difference, a specific comparison chart
between the forecast price and the actual price of all stocks. Stock
codes carried out in the study are presented in the appendix.

Figure 6 shows the level of accuracy in stock price forecast on
the test set of the LSTM model corresponding to each stock in the
research list. The red horizontal line represents the baseline at
93%. It can be seen that the LSTM model achieves a forecast
accuracy higher than 93% for most of the stocks used in the
study.

In which, stock ticker PNJ achieved the highest forecast
accuracy at 97.7% (see Fig. 7), followed by stocks like MSN and
TPB also reaching approximately 97% as shown in Fig. 8, and Fig.
9. The results of other stocks as BID (see Fig. 10), BVH (see Fig.
11), CTG (see Fig. 12), GAS (see Fig. 13), HDB (see Fig. 14), HPG
(see Fig. 15), KDH (see Fig. 16), MBB (see Fig. 17), MWG (see
Fig. 18), PDR (see Fig. 19), REE (see Fig. 20) SBT (see Fig. 21), SSI
(see Fig. 22), STB (see Fig. 23), TCB (see Fig. 24), VIC (see Fig.
25), VJC (see Fig. 26), VNM (see Fig. 27), VCB (see Fig. 28),
VHM (see Fig. 29) achieved the lower forecast accuracy. To
illustrate more clearly the case with the highest accurate forecast
of PNJ, let’s look at the comparison chart between the forecast
price of the LSTM model and the actual price of PNJ on the data
of the test set in Fig. 7 as follows:

The forecast results of the LSTM model with the stock ticker
data of PNJ have a very high similarity between the forecast price
and the actual price on the test set, with almost no difference.
This explains the very high coefficient of predictive accuracy of
the LSTM model for PNJ.

However, the LSTM model still gave forecast results with an
accuracy not as high as 78.9% for NVL, 86.8% for TCH and
approximately 89% for FPT, PLX, POW, VPB and VRE (see Figs.
30-36). A closer look at the case of achieving the lowest forecast
result at 78.9% for NVL in Fig. 30 is as follows:

The prediction results of the LSTM model for the NVL code
have relatively uniform results in the first period (about the first
20 observations) of the test set. However, at the next stage, there
is a significant difference between the forecast results and the
actual data in the test set. This leads to the result that the sum-
mary prediction for NVL code on the test set is not good. Similar
results for a number of other not-so-high forecast codes such as
TCH, FPT, PLX, POW, VPB and VRE. The chart comparing

40 50 60 70 80

Predict days

Fig. 5 Forecast results and actual prices in the test set - VN-Index. Source: The authors' analysis.
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Fig. 6 Accuracy level of LSTM model. Source: The authors’ analysis.
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Fig. 7 Comparison of forecast price and actual price of stock ticker PNJ. Source: The authors' analysis.
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Fig. 8 Comparison of forecast price and actual price of stock ticker NVL. Source: The authors’ analysis.
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Fig. 9 Compare forecast price and actual price of share BID. Source: The authors’ analysis.
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Fig. 10 Compare forecast price and actual price of share BVH. Source: The authors' analysis.
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Fig. 11 Compare forecast price and actual price of share CTG. Source: The authors’ analysis.
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Fig. 12 Compare forecast price and actual price of share FPT. Source: The authors’ analysis.
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Fig. 13 Compare forecast price and actual price of share GAS. Source: The authors’ analysis.
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Fig. 14 Compare forecast price and actual price of share HDB. Source: The authors’ analysis.
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Fig. 15 Compare forecast price and actual price of share HPG. Source: The authors' analysis.
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Fig. 16 Compare forecast price and actual price of share KDH. Source: The authors' analysis.
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Fig. 17 Compare forecast price and actual price of share MBB. Source: The authors’ analysis.
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Fig. 18 Compare forecast price and actual price of share MSN. Source: The authors’ analysis.
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Fig. 19 Compare forecast price and actual price of share MWG. Source: The authors’ analysis.
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Fig. 20 Compare forecast price and actual price of share PDR. Source: The authors’ analysis.
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forecast and actual prices of these stocks is presented in detail in
Fig. 31-36.

The high predictive accuracy for most of the stock data used
demonstrates the suitability of the LSTM model in analyzing and
forecasting stock price movements. This conclusion is consistent

with the studies of Sen and Chaudhuri (2016), Sen (2017), Sen
and Chaudhuri (2016) and Mehtab and Sen (2019). In addition,
the study uses a combination of price history and technical
analysis indicators to build an LSTM model. This also confirms
the potential of technical analysis indicators in forecasting stock
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Fig. 21 Compare forecast price and actual price of share PLX. Source: The authors' analysis.
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Fig. 22 Compare forecast price and actual price of share POW. Source: The authors’ analysis.
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Fig. 23 Compare forecast price and actual price of share REE. Source: The authors’ analysis.

price movements. At the same time, it shows the compatibility LSTM algorithm and technical analysis indicators to forecast
and mutual support when combining technical analysis and price trends in Vietnam’s stock market, adding conclusions about
financial data analysis models on a machine learning platform, forecasting performance and application level of LSTM. LSTM
specifically the LSTM algorithm in this study. model for analyzing and forecasting stock price trends in
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Fig. 25 Compare forecast price and actual price of share SSI. Source: The authors’ analysis.
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Fig. 26 Compare forecast price and actual price of share STB. Source: The authors' analysis.

Vietnam’s stock market in terms of both academic and practical
applications. Further studies can use the conclusions from this
study to reference and compare, evaluate the results, and sup-

the research and application of real and updated stock market
plement the robustness of the academic conclusions. Moreover,

data has high practical applicability. The conclusions from this

study can be widely applied by investors, financial institutions,
and government market regulators.
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Fig. 27 Compare forecast price and actual price of share TCB. Source: The authors’ analysis.
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Fig. 28 Compare forecast price and actual price of share TCH. Source: The authors' analysis.
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Fig. 29 Compare forecast price and actual price of share TPB. Source: The authors’ analysis.
Conclusions of the VN-Index and stocks of VN-30 group, combined with
Research with the aim of evaluating the application of LSTM  technical analysis indicators to build a Long Short Term Memory

algorithm and technical analysis indicators to forecast price model. The forecast results of the LSTM model show a good
trends on the Vietnamese stock market, using historical price data  predictive level for most data of the stocks studied. With the
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Fig. 30 Compare forecast price and actual price of share VIC. Source: The authors' analysis.
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Fig. 31 Compare forecast price and actual price of share VJC. Source: The authors' analysis.
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Fig. 32 Compare forecast price and actual price of share VNM. Source: The authors' analysis.
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Fig. 33 Compare forecast price and actual price of share VPB. Source: The authors’ analysis.
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Fig. 34 Compare forecast price and actual price of share VRE. Source: The authors’ analysis.
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Fig. 35 Compare forecast price and actual price of share VCB. Source: The authors’ analysis.
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Fig. 36 Compare forecast price and actual price of share VHM. Source: The authors’ analysis.

characteristics of the structure and analytical method, the LSTM
model is evaluated and highly suitable for time series data such as
stock price history. Therefore, the application of the LSTM
algorithm to analyze and forecast stock prices is considered
appropriate, the results of this study are also consistent with the
above conclusions. However, the machine learning algorithms
that have been developed strongly in recent times have many
applications in the financial field, specifically a few popular
algorithms applied in the financial field such as Random Forest,
Support Vector Machine. These algorithms also have great
potential for application to the topic of stock price analysis and
forecasting. Further studies on this topic may consider using
other machine learning algorithms in analysis and research.

A common trend in the application of machine learning
algorithms to economic (or more specifically financial) problems
is to combine many different machine learning algorithms to
create a model with a degree of higher complexity but potentially
higher performance. Combining various machine learning algo-
rithms can complement and enhance the predictive performance
of the model. This study only applies a single machine learning
algorithm (that is, the LSTM algorithm). However, the extended
research direction of this topic can consider combining many
machine learning algorithms to improve the predictive perfor-
mance of the model.

In addition, the data used in the study included only struc-
tured, arithmetical data types. With the trend of applying data
analysis methods in the direction of machine learning,
unstructured data such as data in the form of text, audio,
images, etc., demonstrate the feasibility of analytical applica-
tions in Vietnam. This is also a potential source of data for in-
depth financial analysis that has not been used so far. Extensive
research directions on the topic of stock price assessment and
forecasting by applying machine learning algorithms can con-
sider using unstructured data types to explore this potential
data area. However, due to the influence of objective limita-
tions, this study still has certain limitations. The data used in
the study is limited to the stock market of Ho Chi Minh City
(VN-Index). Therefore, the research still has some limitations
that make forecasting difficult, especially in the case of strong
fluctuations in stock prices. The reason is originally from the
internal issues in the stock market. Specifically, the shares are
still small, so stock prices do not really follow the relationship
between supply and demand. Recently, Vietnam has also
encountered some problems about market manipulation and
legal risks in the stock market. Further studies may expand the

database, using data from other stock exchanges in Vietnam to
enhance the certainty of the model’s performance evaluation
and forecast.

Data availability

The datasets used and/or analyzed are available from the author
upon reasonable request. All data are available on the https://
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