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Introduction

Progress in Explainable Artificial Intelligence (XAI) has been
of great interest, particularly in light of the increasing use of
AI systems in various fields, such as Transparency

requirements (Szafron et al. 2006; Tamagnini et al. 2017), Case-
based explanation methods (Bastani et al. 2018; Keane and Kenny
2019; Sørmo et al. 2005), Natural language explanation (Lak-
karaju et al. 2017), and Counterfactual explanation (Guidotti
2022; Verma et al. 2020; Wachter et al. 2017). Drawing from the
insights of Arrieta and colleagues, XAI is described as an AI
methodology that proffers comprehensive details or rationales,
aiming to render its processes transparency and readily under-
standable to users (Arrieta et al. 2020). Thus, XAI refers to the
methodologies and techniques employed to transform the out-
comes of AI technologies, such as machine learning, into formats
understandable to human cognition during specific applications.
The paper conceptualizes an AI model as a computational con-
struct designed to perform specific tasks by processing data and
making decisions. Within the paper, “explain” refers to providing
clear, understandable reasons for a model’s decisions. “Explain-
able”, on the other hand, precisely its capacity to offer such
transparent rationales in a manner comprehensible to
human users.

Previous research on the user-centric XAI conceptual frame-
work endeavored to bridge the gap between user explanation and
artificial intelligence (Lim et al. 2019), yet it failed to consider the
issue of XAI acceptance from the perspective of both the users
and the creators of artificial intelligence. Despite the growing
interest in XAI, user understanding of XAI remains a relatively
unexplored area. It is crucial that users’ understanding of XAI is
multifaceted and complex, and that it can significantly influence
the effective social acceptance of XAI approaches. Differences in
the understanding of XAI depend on the different outcomes of
individuals’ perceptions and explanations of XAI. The complexity
of this issue necessitates a deeper exploration of users’ under-
standing of XAI.

The first point to consider is that explanation and under-
standing are not the same things, although they are often used
interchangeably. The main difference between them lies in the
fact that explanation is an active process of disclosure, while
understanding is a cognitive achievement that is reached by the
users with the help of the AI model (Keil 2006). This distinction is
essential because it helps us to see that the aim of XAI is not
merely to provide explanations, but to enable the users to achieve
understanding, which is the ultimate goal (Lombrozo 2006). It
follows from this that the consideration of understanding is cri-
tical to the success of the XAI vision, as it is only through
understanding that the user’s concerns can be alleviated. There-
fore, it is not enough for the AI model to express its own internal
structure or explain the results; it must enable the users to achieve
the cognitive achievement of grasping the model through
understanding. In order to explore this issue in more detail, it is
essential to consider the role of analytical philosophy in the sci-
entific discussion of understanding. The focus on cognitive
achievement of understanding in analytical philosophy provides a
useful framework for this analysis. Thus, this paper will examine
the types of understanding implied by existing XAI technologies,
in order to evaluate their success in achieving the goal of
understanding. This evaluation will be based on the analytical
framework that considers understanding as a cognitive achieve-
ment. Through this analysis, we can assess the success of the
vision of explainability, and explore the implications of this
success for the ethical goals of XAI.

The literature on the nature of understanding is multifaceted,
presenting various perspectives on what constitutes under-
standing. Examples include the description of understanding as a

kind of knowledge (Evans 1982; Heck 1995; Higginbotham 1992)
or as a belief (Millikan 2004) and the view that understanding is a
state of perception in discourse (Barber 2003). The act of
understanding involves entering a cognitive state, and this state is
invariably linked to communication. To Understand a given
discourse or concept is to acquire something, which is then
integrated into the state of understanding as a kind of knowledge.
Therefore, the communicative nature of understanding implies
that it is a relational process that necessitates interaction between
two entities, one of which must be a human agent, since under-
standing ultimately stems from our own cognitive apparatus. As
such, understanding is inherently relational, and it follows that
there must be a process by which understanding is acquired and
developed, which culminates in a comprehensive understanding
of the subject matter.

The distinction between internalism and externalism of
understanding, as posited within the analytic tradition of philo-
sophy, is a topic of significant philosophical interest (Grimm
2021). Internalism claims that understanding is primarily a
relation between one’s object representation and the object one
understands, and that this relation takes place in one’s inner
world (Kim 1994). Externalism, by contrast, maintains that
understanding is a relationship that is acquired in the real world.
According to this view, what is grasped is a noumenal relation or
a relation of dependence, rather than a purely semantic one (De
Villiers et al. 2014; Dellsén 2020; Greco 2014; Kim 1994). The
externalist understanding of understanding emphasizes the role
of the external world in shaping our understanding of objects and
concepts. In terms of the process of understanding, externalism
views it as akin to completing a jigsaw puzzle. By grasping the
different relations between the elements of a particular object or
concept, a picture of the world with its rich content is formed.
This process is one that occurs over time and involves a continual
refinement and updating of our understanding in light of new
experiences and insights. Ultimately, the externalist under-
standing of understanding emphasizes the importance of the
external world in shaping and enriching our understanding of the
objects and concepts that make up our world.

According to both internalist and externalist analyses, under-
standing hinges on the relationship that establishes how one
acquires knowledge. The present paper does not intend to engage
with the debate between these two positions, but rather to
examine the understanding of XAI models by highlighting the
central role played by the concept of “relationship”. In this con-
text, the term relationship refers to the connection between things
in the world that can be grasped by the human mind.

Within the context of XAI, this dependency can be divided into
three distinct modes of understanding, namely, contrastive under-
standing, functional understanding, and transparency under-
standing. Contrastive understanding is a type of user understanding
implied by XAI techniques such as counterfactual methods, while
functional understanding is a type of understanding implied by XAI
techniques related to functional disclosure. Transparency under-
standing is a type of understanding implied by the transparency
commitment to the structure of artificial intelligence technology.

Contrastive understanding focuses on addressing “why” and
“why not” questions, or hypothetical “what if” scenarios. By
juxtaposing factual outcomes with counterfactual scenarios, it
articulates to the user the rationale for preferring one particular
solution over other possibilities. Functional understanding refers
to the understanding of the efficacy of achieving a specified goal.
Transparent understanding is an understanding that ensures the
user’s right to know, and focuses on the understanding of whether
or not it will affect one’s well-being for the user. Functional
understanding has something in common with transparent
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understanding, as deciphering the intended utility of a model
requires a deeper understanding of its internal gears. However,
functional understanding contrasts with contrastive under-
standing, which focuses more on outcomes and less on the overall
goals of the model. In terms of goals, contrastive understanding
aims to facilitate understanding by articulating the different
outcomes produced by an AI paradigm, whereas functional
understanding works to elucidate the overall efficacy of such a
paradigm.

By analyzing these three paths of understanding, this paper
aims to demonstrate the challenges faced by XAI in enhancing
the Understanding of their target users. One possible solution to
this problem is to add a description of the conversation frame-
work of understanding. Use the conversation framework to drive
users’ social trust in XAI.

Contrasting understanding
The explanations of AI models, particularly the counterfactual,
case-based ones, assume a Contrasting understanding. This
understanding involves explaining the results of AI models in a
teleological sense, i.e., tracing the causality of the outcome in the
reverse direction from the posterior results. The counterfactual
question associated with this type of understanding pertains to
the possibility of other outcomes generated by the AI model,
leading to a distinction between possible worlds (Lewis 1973).
This counterfactual ‘possible’’ question aims to answer the query
“why output this outcome and not another?” This line of ques-
tioning emphasizes the causal traceability of the model results
(Lipton 1990; Miller 2019). The explainer and the users discuss
and compare possible outcomes around the counterfactual
question, examine the impact of the model results on the users,
and secure the interests of the users in a new round of model
input and output. The process of explanation thus becomes a
circular transfer activity (Miller et al. 2017). Contrastive under-
standing involves questioning the credibility of an AI model’s
outcomes, with disclosures needed from the AI to address doubts
and demonstrate the protection of users rights. Although differ-
ent possible outcomes are not directly linked, their characteristics
reflect the shared understanding of the users (Arrieta et al. 2020).

A salient advantage of contrastive understanding is its non-
intrusive approach to the internal mechanisms of artificial intel-
ligence models. In XAI techniques, enhancing explainability often
necessitates substantial alterations to the model’s architecture,
potentially compromising its performance or prediction accuracy.
Such modifications might encompass the simplification of model
layers, adjustments to weights, or even retraining the model with
explainability as a primary criterion. In stark contrast, contrastive
understanding circumvents these complexities. It primarily
operates at the model’s output layer, offering post-hoc explana-
tions for decisions without delving into or altering the founda-
tional algorithmic structure. This superficial manipulation
considerably reduces the demands on computational resources
and domain-specific expertise, as well as the time required for in-
depth model modifications. The paramount quandary confront-
ing conventional XAI pertains to the inability to reconcile the
efficacy of explicable techniques with the efficiency of AI models.
The dialectical tension between ethical and technical imperatives
necessitates that AI model developers make a definitive choice
between the two (Došilović et al. 2018). A model that is highly
accurate might lack transparency, making its decisions hard to
explain. Conversely, easily explainable model might not offer the
same level of accuracy as its complex counterparts. In our
exploration of AI’s contrastive understanding, this tension
between technical prowess and ethical responsibility becomes
even more pronounced (Zerilli 2022). Contrastive

Understanding-based XAI posits that it can attain its objective of
explainability without having to make a binary choice between
the aforementioned approaches, by means of comparison.

According to Miller, human need for explanation is selective,
and people prefer to choose a few of an infinite number of reasons
as explanations (Miller 2019). The concept of contrastive
understanding satisfies the public’s need for selective reasoning
through a selective explanatory framework. The comprehensi-
bility of an AI model’s output is directly proportional to its
intelligibility. Individuals are not concerned with the technical
aspects of how an AI model is generated; rather, they are inter-
ested in understanding whether the model’s results have impli-
cations for their own lives (Miller 2019). As such, contrastive
understanding provides a viable solution for decoding the com-
plex “black box” of AI. The contrastive Understanding enables
the users to make a direct effort to grasp the inferred outcomes,
obviating the need for a comprehensive understanding of the
entire AI model, thus mitigating the user’s cognitive load. The
users need not possess a comprehensive Understanding of AI, but
rather solely answers to specific sensitive questions, such as the
methodology of the model’s facial recognition with regard to
safeguarding privacy. Contrastive understanding is viewed as a
pre-established, selective explanatory approach and a pathway
that satisfies the desire for unencumbered technology. The
adoption of contrastive understanding in AI models facilitates the
preservation of data confidentiality, thereby preventing disclosure
of sensitive information. In particular, when comparing model
outcomes, it is unnecessary to extract privacy-related data sepa-
rately; rather, comparing the output results suffices for achieving
the intended objective (Adadi and Berrada 2018).

The counterfactual explanation method is an XAI approach
that aims to clarify the differences between predicted and actual
results of AI models (Byrne 2007). It is based on contrastive
understanding and is considered a typical approach to achieve
explainability in AI. The main challenge faced by this method is
the explanatory distance between different outcome explanations,
which refers to the distance between possible outcomes (Barocas
et al. 2020). The possible outcomes of a counterfactual explana-
tion can be represented as a decision tree-like explainative fra-
mework. Different inputs may lead to different explainative
outcomes, and through contrastive understanding, makers and
users can achieve a better understanding of AI models. By
exploring various counterfactual outcome explanations, the
model can be revised, and the direction of possible outcomes can
be determined (Byrne 2019). This explanatory loop is based on
distance corrections, which enable the deconstruction of black
box outcomes. Contrastive understanding does not require the
actual deconstruction of the black box. Instead, it involves com-
paring different possible outcomes through simulation, approx-
imation, or counter-explanation to achieve an explanation of the
outcome (Wachter et al. 2017). This approach can help to achieve
explainability in AI models, even in cases where the internal
workings of the model are not fully transparency.

However, the limitations of AI explanations based on con-
trastive understanding are apparent. While such explanations
prioritize the output of AI models, they overlook the explanation
of features within other AI models (Barocas et al. 2020; Páez
2019). In other words, while it possesses the capability to eluci-
date “why not B,” it may not necessarily expound upon the
broader functionalities inherent to artificial intelligence—specifi-
cally, the fundamental principles, logic, and interdependencies
among various features within a model. This becomes particularly
evident when the AI model in question is a sophisticated system
endowed with multilayered and nonlinear operations, such as
deep neural networks. For instance, should two distinct AI
models arrive at identical predictions for a given dataset, a
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contrastive understanding can illuminate the reasons underlying
each model’s specific decision-making process. Yet, this per-
spective falls short in explicating commonalities or disparities in
features, layers, or data processing techniques between the two
models. Recognizing these nuances in Understanding is impera-
tive, especially when assessing the robustness, fairness, or
potential biases of AI models. As a result, contrastive under-
standing fails to deliver a comprehensive account of AI models.

Moreover, XAI that employs contrastive understanding
acknowledges only the need for selective human understanding,
neglecting the importance of complete human understanding
(Kulesza et al. 2013). The partial nature of AI explanations based
on contrastive understanding renders relevant XAI techniques
inadequate to accomplish the objective of unveiling the black box.

Secondly, the problem with contrastive understanding lies in its
deterministic attitude, which regards AI models as mechanistic
circular processes. As the sole actor involved in the imple-
mentation of XAI technology, the users is under pressure to
determine the usefulness of the technology, and this pressure may
lead to a sense of responsibility to accept the results. Regardless of
the success of the explainable approach based on contrastive
understanding, the users is pressured to acknowledge that the
designer has performed the necessary work, despite their lack of
understanding of the AI model. By leaving the black box uno-
pened, AI model designers avoid taking responsibility for their
designs, resulting in the black-boxing of design responsibility. The
burden of responsibility creates frustration and the demand for
further development of XAI. Contrasting paths of understanding
create a new imbalance of responsibility between the designer and
the users. The inability of the explainable approach to explain
itself leads to additional pressures to pursue ethical processes
(Gilpin et al. 2018; Shulner-Tal et al. 2022).

Moreover, the contrastive understanding suffers from a fun-
damental problem, namely its commitment to a relativistic con-
clusion. When comparisons are made, selecting different models
for comparison with reality yields different results. The correct-
ness of each answer is guaranteed by the corresponding con-
trasting models, such that each answer is correct in its own right.
However, the fact that correct answers do not contradict one
another results in a lack of verifiable criteria, rendering evaluation
criteria arbitrary. Furthermore, the relativist dilemma of the
contrastive understanding manifests in the difficulty of further
mutual verification of different explainable frameworks. Each
explainable approach under the contrastive understanding con-
tains model specificity, making it difficult to discuss and evaluate
models across different technical approaches. This renders com-
munication between different frameworks challenging.

Functional understanding
Compared to contrastive understanding, functional under-
standing has a greater propensity to provide a comprehensive
description of the AI model’s functions. Functional under-
standing assumes that the output of an AI model is designed to
fulfill a specific function, and that the users can explain the AI’s
results by accepting a clear definition of the model’s function. At
the outcome level, functional understanding requires an assess-
ment of whether the output accomplishes the model’s function,
thereby measuring the model’s effectiveness (Páez 2019;
Lombrozo 2010, 2016).

According to Lombroso and Wilkenfeld, functional under-
standing of an event relies on an understanding of function, goals,
and objectives (Lombrozo and Wilkenfeld 2019), and functional
understanding is a functional explanation that is future in terms
of reverse causality. Reverse causality terminology is expressed as
the use of functional terms to explain AI model outcomes

through future expected outcomes (Lombrozo and Wilkenfeld
2019). The reverse dependency feature explains that the “causal
account” in the functional understanding of AI models is dif-
ferent from the actual causality, but pursues an understanding of
the design’s predetermined function, free from the dependency
on causal knowledge, to obtain an account of the functional
implementation (Lombrozo 2007). Another characteristic of
functional understanding is that functional explanations need to
take into account the needs of the explanatory users to explain the
function of a particular AI model. And based on the needs of the
users, the effectiveness of the explanation is enhanced.

Functional understanding provides several advantages. Firstly,
an XAI model enables the users to Understand the design func-
tion of the AI model and its proper functioning through func-
tional understanding. The users does not need to accumulate
knowledge of AI models but only understand the explanation of
functional implementation, avoiding the requirement for a high
level of technical knowledge to achieve functional understanding.
Secondly, the unique causal dependencies of functional under-
standing are not restricted to systemic requirements but are
grounded in functional explanatory models that are more
accessible to the users for knowledge transfer (Lombrozo and
Wilkenfeld 2019). Thirdly, the strength of functional under-
standing is demonstrated by the robustness of functional
dependencies in the face of external interference. Instead of an
explanation of principles, functional regularity is ensured through
the realization of causal dependencies, which contributes to the
reliability and accuracy of the model. In summary, functional
understanding offers benefits to the users by simplifying complex
AI models and making them easier to understand, as well as by
providing a more robust and accurate understanding of the AI
model’s functional dependencies.

However, functional understanding also faces problems. Firstly,
functional understanding of an AI model may not necessarily
result in effective explainability. In the process of functional
understanding, the explanation of model functions does not
necessarily lead directly to the understanding of model outputs,
nor does it necessarily lead to the explanation of model features. If
model features are unrelated to model outputs, then functional
understanding becomes a constructed understanding that is
detached from the model’s state. Pursuing explainability through
functional explanations may lead to irrelevant answers, which can
be unreasonable or dangerous. Glipin et al. argue that the risk of
misexplanation arises from these irrelevant answers, and while the
goal of functional understanding is to protect the power of the
explaining users, these additional answers can become deceptive
and ultimately endanger the user’s rights (Gilpin et al. 2018).
Therefore, it is important to exercise caution when pursuing
functional understanding as a means of explainability.

Secondly, the concept of anticipatory design understanding
of reverse causation is based on functional understanding.
However, this approach is not without its shortcomings. In
particular, it is unclear how functional understanding can be
effectively applied to protect users rights when making
anticipatory future output judgments. Additionally, the func-
tional understanding approach does not adequately address the
internal systemic responsibility of AI models in producing
explainable output. By solely relying on a functional account of
the model, the factors at stake for the users are not fully dis-
cernible, and the explanatory validity is incomplete. As a result,
the discussion of responsibility in functional understanding is
hindered by the same problem as in contrastive understanding,
where accountability cannot be attributed effectively (Páez
2019). This issue also causes the pursuit of accountability to
lose momentum and become an exercise in explanation for the
sake of explanation.
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Third, the steady-state model process is considered a funda-
mental component in achieving a functional understanding of a
system. Exceptions to this process are generally excluded from the
explanatory framework, leaving the functional outcome of the
steady state as the primary focus. Any exceptions to the steady-
state model process are often treated as a black box lacking a clear
model process account. It should be noted, however, that
exceptional conditions may introduce some level of bias in
functional understanding. In the specific context of explainability
for AI models, functional understanding may neglect processes
that are not part of the steady state, thereby exhibiting a local bias.
This bias arises from the tendency of functional understanding to
rely on human explanation, which may not always be objective or
independent. It is crucial to recognize that functional under-
standing represents only one explanation of AI models, and
independent knowledge explanation beyond the non-biased
functional explanation is needed to ensure a complete and
unbiased understanding of the system. Therefore, the functional
understanding obtained by the users may also be biased, as it
reflects the selection of the functional explanation based on
human biases (de Bruijn et al. 2022).

The central paradox of functional understanding in the
development of XAI lies in the conflict between the public’s desire
for transparency and protection of their rights. The designer of an
AI model holds significant design power, including the ability to
determine the level of transparency provided to the users and
how the model’s impact is communicated to the public. The
designer’s ethical obligations involve choosing between a public-
biased understanding and a public-advocacy understanding,
which can lead to accusations of immorality and irresponsibility
or require consideration of how to effectively untangle the
dilemma of explaining knowledge. Moreover, functional under-
standing is limited by the problem of reductionist simplification,
where the emphasis on function disregards other relevant factors
within the system that may influence the user’s understanding.
This incompleteness of the testimony used to form understanding
can lead to a bias in explanation, as the functional testimony does
not present a comprehensive description of the AI model’s
internal complexity. Consequently, simplified understanding
cannot be considered a reliable objective representation of
the model.

Transparency understanding
The call for transparency in AI applications is linked to respon-
sible behavior, which involves protecting users’ rights and
explaining the legitimacy of the technology. Ananny and Mike
argue that transparency enables us to see how new phenomena
create opportunities and obligations, and to hold them accoun-
table (Ananny and Crawford 2018). By opening the black box of
AI, transparency can provide a realistic and functional way to
ensure users’ right to know.

Transparency refers to the level of disclosure about the internal
workings of a technology, both for users and makers. The degree
of transparency varies, from minimal transparency where users
only perceive the outcome, to complete transparency where the
underlying code and input data are fully disclosed. In practice, the
level of transparency is an indicator of the technology’s flexibility.
Minimal transparency, which only requires users to understand
the output outcome, risks intentional deception and distortion of
results. On the other hand, complete transparency raises privacy
concerns and may overwhelm users with technical details that are
difficult to Understand. Therefore, striking a balance between
users’ understanding, privacy protection, and ethical obligations
of XAI is crucial. Achieving this balance requires a level of
transparency that meets users’ needs for Understanding while

also ensuring that privacy is protected and that the ethical
requirements of XAI are met.

The user’s understanding of transparency is crucial for
explaining the AI model. It helps to make sense of the model’s
uncertainty and address concerns about protecting users’ rights.
A key issue for users is ensuring cognitive openness in processes
that impact them. This involves reducing barriers to under-
standing AI models and establishing their reliability. A respon-
sible design attitude requires a commitment to transparency and
openness, which can be achieved through dialog mechanisms
between users and model designers. By facilitating two-way
communication and puzzle-solving, dialog mechanisms establish
a sustainable mechanism for transparency within the AI model.

Transparency understanding relates to the functional integrity
requirements of AI models when geared towards an users.
Transparency assessments are directly related to the integrity of
the process functional understanding of the explanatory users
(Felzmann et al. 2020). Here, the difference between the proces-
sual functional understanding pursued by transparency and the
functional understanding is that while the functional under-
standing explains in a reverse causal sense, the processual func-
tional understanding pursued by transparency explains
mechanistically in an internal open-ended sense. Transparency
assessment is directly linked to the complete representation of the
internal mechanisms of the system, and the degree of perfection
of the representation affects the outcome of the transparency
assessment.

Viganò et al. argue that transparency in the design of AI models
should distinguish between the goals of the computer scientist and
the goals of the users, and that the goals should be consistent (Loi
et al. 2021). This requirement presents the value consistency
requirement of a dialog mechanism. The goals of the model
designer, as the two parties in the dialog mechanism, are based on
direct knowledge of the user’s goals, requiring that the dialog
between the two is conducted in a broad value alignment. In the
relationship between the two parties, the AI model appears to exist
as a dialog mediator, but in the specific act of dialog, the AI model
becomes a direct mechanism for reflecting the progress of the dialog,
and the AI model transparency becomes a realistic feedback to the
dialog mechanism. The normative goal of value congruence con-
tributes to users transparency understanding in line with dialog
expectations and advances the requirement for AI model transpar-
ency as a value pursuit. Broader transparency understanding
expectations are also directly related to model descriptions. The
model description of a dialog is directly related to the progress of
technical translation of AI models as they undergo explainability
work. The pursuit of transparency is therefore seen as a distinct
virtue in an ethical sense (Felzmann et al. 2020).

Understanding transparency in AI models is a challenging task,
primarily due to the diverse needs of users. Each user has a
unique explanation of AI models, and to build highly adaptable
transparency, it is necessary to consider different purposes.
However, due to the variability of user requirements, achieving
consensus on transparency is difficult. transparency commit-
ments face dynamic challenges that go beyond simple compara-
tive and functional explanations. While modeling the inputs and
outputs of a system, it is necessary to consider their content, and
the perception of steady-state transparency should be avoided.
Additionally, dynamic exceptions should not be ignored, and the
differences in outcomes due to various input attributes should be
taken into account. Failure to do so can undermine the promise
of fairness and make it impossible to reconcile transparency.

Secondly, transparency is a complex objective that requires
specific commitments to XAI models. Such models are perceived
to represent an objective and disinterested perspective, which can
influence the judgment of users accessing the decision in further
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decision-making (de Bruijn et al. 2022). While the credibility of
AI models is usually considered to be “for information only,” the
presence of a predetermined answer can influence the evaluation
of the AI outcome. Consequently, the cognitive responsibility that
decision influencers bear is passed on to the AI model, which
becomes a “fictitious duty bearer.” This poses a risk as it reduces
the likelihood of critical advice for objective, disinterested com-
mitments. In this way, XAI models become explainive power
holders and influence individuals involved in a wide range of
decision-making scenarios (de Bruijn et al. 2022).

Furthermore, cognitive penetration may affect the process of
understanding transparency in AI. Transparency in AI does not
function like a mirror that directly reflects the agency within an
AI model. Instead, every testimony conveyed introduces a certain
top-down bias into the explanation (de Bruijn et al. 2022).
Therefore, XAI promised by transparency may not always pro-
vide a complete understanding of the AI model, as additional
content can influence it. Thus, relying solely on XAI can lead to
conclusions that are influenced by personal opinions and biases,
rather than being based on a sound understanding of the
AI model.

Although transparency is crucial in promoting user trust in AI
models, it is important to note that normative social trust and
acceptability issues should also be considered in transparency
reviews (Felzmann et al. 2020). Communicative knowledge is
essential in fulfilling the commitment to transparency, but it is
necessary to distinguish between the overall assessment of com-
municative knowledge and a singular explanation of transpar-
ency. The application of transparency is more complex in various
contexts, such as specific knowledge and decision-making pro-
cesses, where biases in results may emerge, potentially impacting
the overall evaluation of transparency.

The high level of conflicting opinions undermines transparency
commitments and explanations, especially if they are directly
linked to public opinion. The existence of preconceptions in
public opinion is evident, and they often result in a biased
explanation of transparency when it comes to AI models. This
biased explanation can have a profound impact on the approach
taken by the AI model, as it turns the seemingly objective process
of transparency explanation into an external and emotional
requirement. Therefore, it is essential to recognize the impact of
preconceptions and biases in public opinion and address them
accordingly to ensure a more objective and transparency expla-
nation of AI models.

Thus, transparency commitments for AI models entail not only
technical requirements but also social and ethical challenges (de
Bruijn et al. 2022). These challenges include interventions that
can enhance the value of transparency and ethical assessments to
determine the degree of transparency required. In contrast to
functional and contrastive explanations, transparency commit-
ments involve complete dialogical processes, which makes XAI
models more susceptible to social and technical challenges in
interactive settings. To evaluate the acceptability of transparency
commitments, it is necessary to consider the dialogical relation-
ship between the explaining users and the explainer. Additionally,
conducting a valid ethical assessment of transparency presents
further challenges, such as cognitive acceptance (Rohlfing et al.
2020). Thus, developing a dialog model is crucial for overcoming
these challenges and realizing the potential benefits of transpar-
ency commitments.

Ritual dialog framework
The principal technological objective of XAI lies in securing user
trust by unveiling assurances that the artificial intelligence model
will not engender detrimental effects upon the user. Regrettably,

the current level of implicit Understanding regarding XAI is
inadequate to realize this ambition. Consequently, the understand
of XAI must be predicated upon a highly sensitive foundation
towards user trust, undertaking a thorough assessment thereof
(Miller, 2023). This necessitates not only the safeguarding of user
rights, but also an evaluation of the impact exerted upon the
artificial intelligence model by the societal relations between its
creators and its users.

Drawing from the insights of Kaplan, Kessler, and Hancock,
trust is invariably described as involving a principal in a vul-
nerable position and the trustee they depend upon. This char-
acterization underlines a notable asymmetry in the statuses of the
two parties central to trust (Kaplan et al. 2020; Lin et al. 2020). In
the findings of Lee and See, trust is conceptualized as the
expectation that an agent will aid in achieving individual goals
amidst uncertainty and vulnerability (Lee and See 2004; Millikan
2004). Their discussions shed light on the multifaceted nature of
trust, suggesting it might be perceived as a belief, attitude, intent,
or behavior. Furthermore, Kaplan, Kessler, Brill, and Hancock
offer a meta-analytical perspective which underscores that ante-
cedents of trust engage with human trustors, technological trus-
tees, and mutual contextual factors collectively (Kaplan et al.
2023; Miller 2023). Herein, it is discerned that beyond the trustee
and the principal, a common backdrop, such as the objectives of
Explainable Artificial Intelligence (XAI), ascends as a pivotal
element of trust. In this context, “trust” refers to the users’
anticipatory stance that XAI will accomplish goals in a manner
understandable and acceptable to them. This form of trust is
influenced by the dialog between the user and the creators of the
AI models. Trust contemplates not only the credibility of XAI
itself but also the trustworthiness of the AI model creators.

Inspired by the work of miller and Hilton, we argue that dialog
has an important role in trust in XAI (Miller 2019; Hilton 1990).
In order to promote user trust in XAI, a Ritual Dialog Framework
(RDF) is needed. An imperative rationale for dialog between the
creator and the user is rooted in the difficulty users face dis-
cerning between explanations generated by machines and those
produced by humans, an issue clearly manifested in studies
regarding the transparency Turing test (Biessmann and Treu
2021). The user’s inability to distinguish between these two types
of explanations underscores the necessity for interaction between
the user and the creator, thus alleviating the user’s apprehension
of deception. The three pathways to understanding suggest that
an open, wide-area, full life-cycle XAI dialog mechanism should
be based on an effective RDF. The significance of the RDF lies in
our endeavor to elucidate that Understanding ought to be tele-
ological, regardless of the nature of explanation. Consequently,
the RDF acknowledges the societal milieu in which artificial
intelligence models are situated, realizing that the credibility of AI
systems frequently hinges upon societal assessments grounded in
collective experiences with technology, authority, and shared
engagements. Hence, the RDF is not merely a communicative
strategy but signifies a pioneering sociotechnical structure that
draws inspiration from the idea of ritual. In this context,
accomplishing a dialog takes precedence over understanding, and
understanding here does not allude to the user’s Understanding
of the model, but their grasp of the creators. What users obtain
from explainable artificial intelligence is the precondition for
trust, rather than novel knowledge. This trust necessitates satis-
faction via a comprehensive RDF, implying that the framework
plays a ceremonial role here. The dialog framework acts as an
intermediary from understanding to trust, helping to reach trust
between the user and the XAI and the maker.

When delving into the notion of “rituality” within AI inter-
actions, we are inspired by Turner’s insights that rituals symbolize
practices undertaken by communities or individuals to either
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establish or symbolize specific sociocultural realities or norms
(Turner 1967). Turner’s analysis of the Ndembu rituals illumi-
nates symbolic communications and performative acts that gen-
erate societal meanings. In our proposed RDF we extrapolate this
concept to the interactions between humans and AI systems.
Within this paradigm, the term “ritual” does not merely denote
ceremonial actions, but encapsulates the creation of a structured,
symbolic interaction system actions intended to bridge the trust
chasm between humans and AI models. In the RDF, dialog
embodies this symbolism, signifying more than just an exchange
of information—it embodies a shared commitment to transpar-
ency, empathy, and the democratization of AI knowledge. Such
dialogs are not transient; they are continuous rituals that evolve
with AI advancements, ensuring understanding and trust are not
forsaken in the face of innovation.

Rooted in the fertile grounds of ritualism, the RDF acknowl-
edges and addresses symbolic representations of trust, cultural
nuances, and societal intricacies. This framework carves out a
structured arena, fostering meaningful dialogs between AI system
developers and users, affirming mutual roles, values, and stature
within interactions. Creators are not just technical reporters; they
are narrators of the AI model’s journey. This involves sharing
inspirations behind the model’s creation, challenges addressed, and
reasons for methodological choices. For instance, developers might
elucidate their rationale for choosing specific datasets for training,
expound upon challenges encountered, and detail strategies
employed to overcome them. Such a narrative approach allows
users to perceive the model not as an enigmatic black box but as a
dynamic narrative with its own genesis, challenges, and resolutions.

Distinctly, RDF acknowledges that trust in AI stems not just from
the system’s technical reliability or efficacy but also from users’ sense
of participation and Understanding of the AI decision-making
realm. By reconceptualizing interactions with AI as dialogical rituals,
RDF situates human-AI interactions within familiar sociobehavioral
frameworks, thereby assuaging apprehensions and striving to culti-
vate trust. Thus, the rituality of RDF is not mere superficial repeti-
tion, but a consistent reassertion of the user’s right to understand the
AI they interact with—a perpetual commitment to ethical AI
practices by developers. Implementing RDF necessitates thoughtful
contemplation of the most salient “rituals” for users.

The effective unfolding of the RDF involves a relationship
between both the subject of understanding and the subject of
explanation, exploring paths of social understanding relationships
embedded in social values from the dialog between the two
parties. The establishment of fruitful dialog among parties
necessitates a fundamental requirement, namely the existence of a
shared objective. A dialog can only ensue if there is a clear
convergence of goals among the participants. Furthermore, this
convergence of objectives serves as a criterion for one’s inclina-
tion to participate in the dialog. It can be contended that dialog
implies the presence of shared rationality (Davies 2007) and the
active contribution (Jeremy 2002; Miller 2023) of all parties
involved. Hence, a clear willingness to engage in the process is an
essential prerequisite for successful dialog.

In order to establish a meaningful dialog, both parties need to take
turns (Sacks et al. 1978) to articulate their views through language
while being receptive to the other’s expressions (Grodniewicz 2021).
This exchange of ideas demands a reciprocal exchange of feedback
where each participant communicates their thoughts and opinions.
This communicative process is underpinned by the internal struc-
ture of the dialog, which encompasses the Understanding of lan-
guage and the cognitive states of both parties (Longworth 2018).
Additionally, in most dialogic scenarios, it is imperative to not only
attend to the verbal expressions of the interlocutors but also to
construct novel beliefs based on the other’s discourse. This implies
that the RDF we advocate is not to illustrate that the maker’s

intervention will render artificial intelligence models more trans-
parency, but to demonstrate that the maker’s purpose should be
wholly biased towards user benefits. The augmentation of the dialog
framework, as a form of ritual, signifies the maker’s commitment to
trust in their conduct, and is willing, based on this pledge of trust, to
exhibit their goodwill over an extended period.

At the onset of cognitive Understanding, the discursive faculty
is predominantly focused on the discourse’s substantive content.
Within a RDF, Understanding connotes the capacity to decode
and explain the interlocutor’s speech (Hauser et al. 2002). This
process of acquisition is not a static outcome; rather, it is a
complete linguistic cycle that is consummated through a constant
exchange of speech between the two parties (Grodniewicz 2021).
Within this cycle, trust and Understanding towards the creator
hinge upon the introduction of a novel language, fostering the
attainment of this objective through an iterative process. As we
traverse through the linguistic delineation, trust ultimately
achieves a transformed state. Thus, the trust manifested post-
discussion appears as an emergent state of understanding, a
condition that surfaced right from the onset of the dialog,
advanced through the rotation of speech, culminating in a cog-
nitive realization of trust. The dialog process, enveloped within
Understanding, stimulates the cognitive fruits of trust.

A more explicit empirical perception reveals that the process of
dialog between two individuals does not allow for ample time for
careful consideration of each other’s words. As a consequence,
trust does not occur in isolation during the exchange, but rather
transpires concurrently with the act of listening or reading
(Levinson 2016). Hence, the process of understanding is not an
entirely unfamiliar process, but rather involves the anticipation of
potential language (Kuperberg and Jaeger 2016). Thus, the
unfolding of understanding involves a progression of states and
ensures that the initial attainment of Understanding is not lost
when a new conversational understanding emerges, but rather
reaching trust through a sequence of predictions and the inte-
gration of new exchanges (Longworth 2009).

The attainment of such trust necessitates a gamut of funda-
mental prerequisites previously alluded to. Primarily, the estab-
lishment of a unified dialog objective is indispensable for
maintaining effective discourse between the creator and user.
Secondly, both parties must manifest a willingness to align with
and participate in the dialog. Thirdly, the capacity to partake in
ongoing discourse is of paramount importance for the creator.
Lastly, the proficiency to predict discourse and the potentiality for
future interactions must be present.

Together, these requirements facilitate the transition of users from
implicit three modes of understanding towards a trust under-
standing of XAI. It is essential to recognize the social significance of
these requirements in driving users towards complete Under-
standing of the technology. Ultimately, the successful implementa-
tion of these requirements has led to the formation of a purpose-
based trust relationship between the manufacturer and the user.

Conclusion
In this paper, we analyze the contrastive, functional, and trans-
parency understanding of XAI and identify dilemmas in achiev-
ing user understanding. We believe that the current XAI dilemma
stems from the lack of a framework for a trusting dialog between
users and makers.

Thus, this paper proposes an augmentation in the socialization
efforts of XAI by introducing a RDF between users and creators.
The extant predicament of XAI can be mitigated by instituting RDF
the users and the architects of XAI. Such interaction would fuel a
comprehensive understanding of XAI, subsequently resolving the
prevalent acceptance and recognition issues on both a technical and
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social trust spectrum. Furthermore, it will present the creators of
XAI with invaluable feedback, guiding them towards refining their
systems for easier user acceptance. By undertaking such an initia-
tive, we aim to foster a thorough Understanding of XAI, capable of
resolving the current issues of acceptance and recognition.
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