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Exploring the connection between deep learning
and learning assessments: a cross-disciplinary
engineering education perspective
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It is widely accepted that student learning is significantly affected by assessment methods,

but a concrete relationship has not been established in the context of multidisciplinary

engineering education. Students make a physiological investment and internalize learning

(deep learning) if they see high value in their learning. They persist despite challenges and

take delight in accomplishing their work. As student deep learning is affected by the

assessment system, it is important to explore the relationship between assessment systems

and factors affecting deep learning. This study identifies the factors associated with deep

learning and examines the relationships between different assessment systems those factors.

A conceptual model is proposed, and a structured questionnaire was designed and directed

to 600 Queensland University of Technology (QUT) multidisciplinary engineering students,

with 243 responses received. The gathered data were analyzed using both SPSS and SEM.

Exploratory factor analysis revealed that deep learning is strongly associated with learning

environment and course design and content. Strong influence of both summative and for-

mative assessment on learning was established in this study. Engineering educators can

facilitate deep learning by adopting both assessment types simultaneously to make the

learning process more effective. The proposed theoretical model related to the deep learning

concept can support the key practices and modern learning methodologies currently adopted

to enhance the learning and teaching process.
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Introduction

Marton and Säljö (1976) coined the term “deep learning”
first to distinguish between various ways in which
students respond to learning tasks. The deep approach

to learning is preferred as it enables students to comprehend the
underlying meaning rather than just surface-level details (Marton
and Säljö 1976). Lynch et al. (2012) discovered that self- and peer-
assessment and feedback practices can promote deep learning.
Geitz et al. (2015) studied the relationship between goal orien-
tation, deep learning, and effective feedback in higher education
settings. The deep learning approach is associated with intrinsic
motivation and interest in the task, an emphasis on under-
standing the meaning of the material, an attempt to connect
different parts of the task, and a focus on linking new concepts
with prior knowledge and everyday experiences. In contrast, the
surface approach is characterized by extrinsic or instrumental
motivation, memorization of discrete facts, and rote learning of
procedures, with no connections made between different tasks or
to real-life situations. It has been observed that students using
the deep approach perform better and retain, integrate,
and transfer knowledge at higher rates than those using the
surface approach (Ramsden 2003). This learning creates a
favorable learning environment (Laird et al. 2008) that leads to
better learning outcomes and higher student engagement with the
learning process (Laird et al. 2008).

Khilji (2022) examined the continuously growing use of virtual
learning environment (VLE) for students’ effective engagement as
digital technology has transformed teaching and learning and as a
result VLE became indispensable part of effectively engaging stu-
dents through blended learning. His study investigated students’
cognitive, emotional, and behavioral engagement through knowl-
edge management and blended learning practices. In the current
era of smart classrooms and online learning, creating an appro-
priate learning environment is crucial for students, and designing
effective contents can be instrumental in fostering positive emo-
tional states that facilitate learning (Gupta et al. 2019). Various
techniques have been developed to leverage students’ effective
content analysis for improving their learning outcomes.

According to the National Science Board, employers seek
engineers with a passion for their work, a systems thinking
approach, the ability to innovate and work in diverse environ-
ments, interdisciplinary skills, strong communication and lea-
dership skills, adaptability, and a commitment to lifelong learning
(Beering 2007). A deep learning approach can encourage students
to engage in comparative and synthetic thinking, making it
essential to promote this approach in engineering education.
Therefore, undergraduate engineering students should be
encouraged to adopt a deep approach to learning (Goodfellow
et al. 2016). However, there has been limited research on the
factors that contribute to deep learning in engineering education.
This study aims to address this research gap by identifying the
factors associated with deep learning and establishing their
groupings.

Furthermore, there has been a growing focus on students’
learning in higher education, with different learning methods
used to assess their effectiveness. Summative and formative
assessments are two popular systems that each have their
advantages, but the relationship between these assessment types
and deep learning factors has not been explored. This study aims
to fill this gap by identifying the dimensions of deep learning and
learning assessments, and testing the relationship between
assessment types and the factors associated with deep learning for
engineering students.

This paper follows a specific structure, commencing with an
Introductory section. Subsequently, the “Literature review” sec-
tion delves into the literature review and model development,

while the “Methodology” section details the methodology
employed for conducting research and analysis. The “Results”
section presents the study’s findings and hypothesis testing.
Lastly, the “Discussions” section provides insights into the
implications of the study, its limitations, and outlines possible
future research directions.

Literature review
In this paper the literature consists of sub-sections to describe the
deep learning and learning assessment themes, their associated
components and relevant literature.

Deep learning concept. The deep learning approach involves
comprehending the learning material, while the surface learning
approach involves memorizing for the sake of passing exams
(Tynjälä et al. 2005). Deep learning not only enhances students’
knowledge, but also facilitates the practical application of that
knowledge in real-life situations (Ditcher 2001). Student char-
acteristics play a significant role in determining the learning
approach. Previous studies on deep learning found that students
who seek a thorough understanding of the material, critically
engage with teaching materials, connect prior knowledge and
experiences with new ideas, analyze arguments, and link evidence
to conclusions are better suited for this approach (Karim et al.
2019; Beattie IV et al. 1997). Therefore, one way to promote deep
learning is to personalize or customize the learning process based
on students’ characteristics (Cross 1998). This approach is char-
acterized by student engagement, integration, synthesis, and
reflection, and is supported by a collaborative leadership
approach among educators (Laird et al. 2008; Cross 1998).

Factors associated with deep learning. The factors that influence
deep learning are complex and multifaceted. According to War-
burton (2003), the most significant factors that affect deep
learning for engineering students are the learning environment,
course content, and individual student factors. However, we argue
that it is challenging for educational institutions or policymakers
to manage individual student factors such as prior knowledge,
personality, motivation, and workload. Educators can only design
course content and create a learning environment that aligns with
the unique characteristics of their students (Akareem and
Hossain 2016). Therefore, this study will focus on the learning
environment and course content/design as the primary factors
that influence deep learning.

Learning environment. The existing literature suggests that deep
learning is closely linked to students’ level of engagement
(Ramsden 1997), which promotes internalized understanding of
subjects instead of just memorizing information for exams
(Marton 1997). Therefore, it is crucial for higher education
institutions to create an environment that fosters a strong per-
sonal interest in learning subjects (Warburton 2003). Educators
must make the learning process relevant, utilize diverse content
and teaching styles, and understand that imposing a deep
learning approach is not possible by merely telling students it is
required (Marton 1997). Consequently, understanding the
learning environment is essential for implementing deep learning.
A favorable learning environment can be ensured by considering
multiple dimensions, including student-teacher relationships,
student satisfaction and the commitment of support staff (Dunn
1995). These dimensions encompass critical features such as
students’ interest in learning a subject, access to resources, the
effectiveness of learning assessments, and real-world applications
of learning.
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Efforts by teaching staff to make units interesting can have a
significant positive impact on student learning. When teaching
staff create engaging and interesting learning experiences,
students are more likely to be motivated to learn and to
participate actively in their own learning. The influential paper
“Enhancing Student Learning: Seven Principles for Good
Practice” by Chickering and Gamson (1987) identified that class
activities such as asking questions, solving problems, and
discussing ideas with teaching staff as one of the seven principles
for good practice in undergraduate education. The paper notes
that teaching that facilitates these activities can improve student
motivation, attitudes, and learning outcomes. Bridglall (2013)
reported higher levels of engagement with their studies (including
finding their units interesting) were more likely to achieve high
grades and report high levels of satisfaction with their university
experience. The author identified one key factor in students’
higher levels of engagement with their studies: the teaching staff’s
efforts to make the units interesting and engaging.

The learning environment can have a significant impact on
student learning and perceptions of learning evaluation. The
learning environment includes both physical environment
including lighting, noise, temperature, and physical comfort as
well as academic environment including effective communication
and interaction between teacher and students, appropriate
workload, and good teaching (Lizzio et al. 2002). The above
study investigated the relationships between university students’
perceptions of their academic environment, their approaches to
study, and academic outcomes. They found that learning
outcomes are directly indirectly influenced by the learning
environment, availability of necessary resources and their
approaches to study.

Zhao et al. (2017) argued that the role of teachers has shifted
from class-based teaching to guideline-based teaching to facilitate
better learning. For deep learning to occur, teachers must put in
efforts to make subjects interesting to students. A crucial aspect of
the learning environment is the availability of resources that
students can use during the learning process. Both online and
offline resources can enhance students’ understanding of a subject
(Barnes 1998), indicating that a greater quantity of physical and
online resources leads to a better learning environment.
Additionally, both learners’ social environment and the way
learning is formally tested play a significant role (Baird et al.
2017). This is directly related to learning assessments, which are
an essential component of the learning environment. When
students have more options, they tend to choose the most
effective way to learn (Chambers 1999). Traditional teaching
practices do not usually incorporate real-world learning oppor-
tunities, leading to lower scores in deep learning among
undergraduate students due to low morale and motivation
resulting from a perceived lack of employment opportunities
(Warburton 2003). To overcome this, educators should include
real-world learning opportunities into course content. According
to recent research on learning environments in Australasia, there
is a positive correlation between innovative learning environ-
ments (ILEs) and students’ deep learning (Young et al. 2020).

Course content and design. The second factor that influences deep
learning is course content and design, which includes three major
dimensions: key concepts and themes, variety of learning
opportunities, and relevance to engineering applications
(Warburton 2003). These dimensions are reflected in peer
learning, group learning, deep understanding and explanation of
theories, involvement of industry professionals in lectures,
industry visits, and flexibility of teaching and learning, as evi-
denced by Karim et al. (2015). Group learning has been found to
be effective in promoting academic achievement, favorable

attitudes toward learning, and increased persistence through
science, technology, engineering, and mathematics (STEM)
courses (Springer et al. 1999). Therefore, peer or group learning
helps students understand the subject matter better than indivi-
dual learning. Explaining theory in group learning environment is
a clear sign of passive learning (Al-Hadad 2013), and educators
should use this technique to improve student learning.

Real-world learning getting lot of attention as Universities want
their graduates better ready for industry. Therefore, learning
activities must be designed taking into consideration the
importance, relevance and integration of theory and knowledge
with professional practice to develop solutions to real-world
issues (Karim et al. 2019). Real-life examples and videos can help
students visualize and apply concepts in real-world situations,
leading to a better understanding of the topic. Peer learning
provides opportunities for students to collaborate and share their
knowledge and ideas, enabling them to learn from each other and
develop critical thinking and problem-solving skills. Group
learning or tutorials allow students to receive personalized
feedback and guidance from their instructor and peers, leading
to improved comprehension and retention. Deep understanding
and explanation of theories are essential for students to grasp
complex concepts and apply them in different contexts. These
approaches have been shown to improve student engagement,
motivation, and academic achievement (Nilson 2016; Sambell
and McDowell 1998). Therefore, incorporating a variety of
instructional methods can enhance students’ learning experiences
and help them achieve better academic outcomes.

Providing students with more choice and more voice can
positively impact their learning outcomes. Giving students
autonomy in their learning allows them to take ownership of
their education, leading to increased engagement, motivation, and
satisfaction (Deci and Ryan 2012). When students have a say in
what they learn and how they learn it, they are more likely to be
invested in the process, leading to deeper and more meaningful
learning experiences (Furrer and Skinner 2003). Additionally,
when students are given a voice in their education, they feel more
valued and supported, leading to increased self-esteem and self-
efficacy (Henderson and Mapp 2002). Involving students in the
decision-making process can also improve the quality of teaching
and learning, as it allows for more diverse perspectives and ideas
to be considered (Cairns and Maloney 2017). Therefore,
providing more choice and more voice for students can lead to
better academic outcomes and contribute to their overall well-
being.

In 2021, Zhang et al. investigated the development of a
codesign process involving researchers, educators, and students
(Zhang et al. 2021). They observed that the educator’s instruc-
tional practices improved as a result of this process and that there
was a favorable shift in attitudes toward using student perception
data to guide instructional improvements. Involving industry
professionals in the curriculum enhances students’ engagement
and improves learning (Vasiliou et al. 2013). Additionally, when
students are given more flexibility and choice, they tend to choose
the best approach and course instructor(s) for effective learning
(Chambers 1999).

Therefore, students can engage in the learning process when
they have the opportunity to work in groups, choose the
instructor who can explain the theory, and learn from industry
professionals. The following section discusses the aspects of
learning evaluation related to deep learning.

Learning evaluation. Learning evaluation can be defined as an
assessment of the knowledge acquired during a particular course
(Calvert and Carroll 2005). In their study, Masuku et al. (2021)
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highlighted the importance of assessment as both a pedagogical
and evaluative tool to foster deep learning. The researchers
demonstrated how various forms of assessment could facilitate
better learning and improve critical thinking and analytical skills.
They recommended that assessments should be clearly defined
and aligned with learning objectives, taking into account the
different levels of deep learning such as knowledge acquisition,
comprehension, application, analysis, synthesis, and under-
standing of fundamental concepts related to the subject matter.

Assessments have direct relationship with the learning out-
come. For example, the current authors have reported that
designing effective assessments which requires critical thinking,
teamwork and communications, as well as technical or discipline-
specific skills results in learning outcomes relevant to industry
demands and prepares the learners with ‘job ready’ skills (Karim
et al. 2019). The type of assessment used can also affect learning
and perceptions of learning evaluation. Assessment methods that
are aligned with the learning objectives and that promote
meaningful learning tend to be more effective in promoting deep
learning (Biggs and Tang 2011).

Assessment methods are an integral part of education and help
to measure a student’s understanding and application of the
course material. This paragraph explains various assessment
methods that instructors use in classrooms. A problem-based
assignment requires students to apply their knowledge to solve
real-world problems. Open-book in class problem solving and
open-book final examinations permit students to use their notes
or textbooks to solve problems during the test. Multiple-choice
question tests provide a quick and efficient way to evaluate
students’ knowledge of a subject. A seminar/presentation involves
students presenting their research or a topic related to the course.
Close-book in class problem solving and close-book final
examinations test students’ knowledge without the use of notes
or textbooks. These methods are commonly used in classrooms
and have been studied for their effectiveness in assessing students’
understanding of the course material (Stevens and Levi 2005;
Fredericksen and Collins 1989; Spandel 2012).

Among the commonly used assessment methods, Problem-
based assignment is a task-based method that requires students to
apply their knowledge and skills to solve real-world problems.
Open-book in class problem solving and Open-book final
examination allow students to use their textbooks and notes
during the exam, but require them to demonstrate their
understanding and problem-solving abilities in a limited amount
of time. Multiple-choice question tests, on the other hand, are
commonly used for assessing students’ understanding of a
particular subject or topic in a relatively short period of time.
Seminar/Presentation is another method where students present
their understanding of a topic or subject to the class, which allows
them to showcase their presentation skills as well. Close-book in
class problem solving and Close-book final examination are
assessment methods where students are not allowed to use their
textbooks or notes during the exam, and need to rely on their
memory and understanding of the subject matter. These methods
aim to test students’ ability to recall and apply their knowledge in
an exam setting. Each of these methods has its strengths and
weaknesses and should be used based on the learning objectives
and goals of the course. Some of these factors were previously
identified by the authors in their previous study (Karim et al.
2015).

There are two different types of learning evaluation namely
summative assessment and formative assessment (Bamford et al.
2012). Both types of assessment methods are discussed below.

Summative assessment. The definition states that summative
assessment assigns students their course grade at the end of the

semester (Al Kadri et al. 2011). Various forms of assessment
methods have been identified in the literature for summative
assessment, including open-book and close-book final examina-
tions (Krasne et al. 2006), major reports throughout or at the end
of the semester, and oral presentations (Nepal and Jenkins 2011).
Karim et al. (2015) identified five items reflecting summative
assessment, namely open-book final exams, close-book final
exams, seminars/presentations, multiple-choice question tests and
individual and/or group assignments.

Formative assessment. The other type of learning assessment is
formative or problem-based assessment where students are given
opportunity to improve their performances and grades (Bamford
et al. 2012). Therefore, this type of assessment can enable students
to take control of their own learning and become self-regulated
learners (Nicol and Macfarlane‐Dick 2006). It helps students to
get feedback of their strengths and weaknesses in the course
(Krasne et al. 2006). Existing literature identifies two different
types of formative assessments: open-book problem solving and
close-book problem solving (Krasne et al. 2006). These two types
of formative/problem-based assessments are considered in this
study for further analyses which are supported by Karim et al.
(2015).

Hypotheses development. Based on the literature review
presented, a conceptual model is proposed to better understand
the nature of the interrelationships among learning assessment
as considered the exogenous construct and deep learning as the
endogenous construct. It is developed based on the previous
concepts and the contemporary literature review in
relevant fields of learning technologies. The proposed model is
depicted in Fig. 1.

Studies by Baird et al. (2017), Tuunila and Pulkkinen (2015),
Vos (2000) have shown that the type of assessment used can
impact student learning. When students are aware of the
assessment criteria and process, they tend to adjust their learning
strategies accordingly. Therefore, enhancing the assessment
process has the potential to improve students’ learning,
particularly in the area of deep learning (Vos 2000). The impact
of assessment on learning and student behavior may vary
depending on whether the assessment is formative or summative
(Gielen et al. 2003).

According to Joughin (2010), summative assessment has a
significant impact on student learning. Typically, course
instructors provide a detailed course outline that includes
information on the format and types of questions that will be
included in the final exam. Students prepare for the exam based
on this information and the instructor’s instructions prior to
the exam, which is known as the pre-assessment effect (Gielen
et al. 2003). As a result, this paper proposes that summative
assessments directly affect the factors that influence deep
learning. The following hypotheses are suggested based on this
proposition (Fig. 2):

Hypothesis (H1): There is a positive and significant relation-
ship between proper summative assessment design and deep
learning factors

Fig. 1 Conceptual model. The conceptual model depicted in the figure
hypothesizes a direct relationship between assessment methods and
students’ deep learning.
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(H1a): There is a positive and significant relationship between
summative assessment and learning environment.

(H1b): There is a positive and significant relationship between
summative assessment and course content and design.

López-Pastor et al. (2013) have demonstrated that, similar to
summative assessment, formative assessment also has a signifi-
cant impact on student learning. Furthermore, a comprehensive
meta-analysis of classroom assessments by Black and Wiliam
(1998) has revealed that formative assessment plays a crucial role
in promoting effective teaching and learning practices. Chin and
Brown (2000) have also provided numerous examples of how
formative assessment can enhance learning outcomes in higher
education, while a study by Gauntlett (2007) has reported positive
effects of formative assessment on student learning. Additionally,
negotiated assessment with students has been found to improve
student engagement in some studies (Boud and Falchikov 2007;
López-Pastor 2008). Therefore, this paper proposes that formative
assessments directly affect the factors that influence deep
learning. The second hypothesis reads as follows:

Hypothesis (H2): There is a positive and significant relation-
ship between formative assessment proper design and deep
learning factors

(H2a): There is a positive and significant relationship between
formative assessment and learning environment.

(H2b): There is a positive and significant relationship between
formative assessment and course content and design.

Methodology
This section is divided into four sub-sections. The first section
“Sample size and respondent demography” is about discussing the
sample size and respondents profile. The second section “Ques-
tionnaire development and administration” is about the survey
instrument developed for this study. The items of deep learning
and leaning evaluation used in this survey is extracted from lit-
erature provided above. The third section “Instrument reliability”
provides the reliability of the data while the fourth section
“Structural equation modeling” is about the data analysis techni-
ques utilized to empirically investigated the developed hypotheses.

Sample size and respondent demography. Upon developing the
proposed questionnaire, it is directed to 600 engineering students
of Civil and Mechanical Engineering from Faculty of Engineering
(FoE), Queensland University of Technology (QUT). The reci-
pients were randomly selected from 2nd, 3rd and final years
students. From the 600 recipients, 243 completed responses and
returned to the authors. The sample size is considered very good
for further analysis as per recommendation of Oke et al. (2012).
Oke et al. (2012) recommended that that the suitable sample size
for SEM should be within the range of 200 and 400. Common
method biases (CMB) can arise in survey research, which can
result in an inflated correlation among the variables, which may
not reflect their true relationships. By ensuring participants’
anonymity and confidentiality, researchers can reduce the risk of
social desirability bias, which occurs when participants provide
answers that are socially desirable instead of their actual beliefs or
behaviors (Paulhus 1984). In line with Queensland University of
Technology (QUT) ethical policy, strict confidentiality and
anonymity of the respondents were maintained.

Among the respondents, about 70% were Australian and 30%
were international students from 9 countries. Majority of
engineering students at Queensland University of Technology
are male, which is also reflected in the survey response as 82.6%
respondents are male, and the rest are female. The average age of
the respondents was 24 years. Although most of the respondents
are regular students within the age range 20–23, there are some
matured students with age up to 39 years. The students were
asked to mention their average GPA and the reported GPA were
between 4 and 7 in the scale of 1–7. The demographic data shows
that the respondents were similar to the student population of the
Faculty of Engineering at QUT.

Questionnaire development and administration. The instru-
ment items for factors affecting deep learning and perceptions of

Fig. 2 Conceptual model including final results. The SEM results demonstrate positive relationships of both summative and formative assessments with
learning environment and content design.

Table 1 Factors affecting deep learning and perceptions of
learning evaluation.

Item no Statement

Factors affecting deep learning
i1 Efforts by the teaching staff to make the units interesting
i2 Learning environment in the university
i3 Flexibility in teaching and learning (lecture and assessment)
i4 Availability of necessary resources
i5 Effective assessment strategy
i6 Real-life examples and videos
i7 Peer learning
i8 Group learning/tutorials
i9 Deep understanding/explanation of theories
i10 Involvement of industry people in lectures
i11 More choice and more voice for student
i12 Field trips/industry visit
Learning evaluation
a1 Problem-based assignment
a2 Open-book in class problem solving
a3 Open-book final examination
a4 Multiple-choice question test
a5 Seminar/Presentation
a6 Close-book in class problem solving
a7 Close-book final examination
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assessment methods used in this study was developed from
extensive literature review presented in the “Literature review”
section above. List of these items used in the survey is depicted
below in Table 1.

A traditional paper-based survey questionnaire was distributed
among the students during the last week of the academic
semester. The first section of the questionnaire consisted the
demographic and background information of the students, and
the second section consisted of statements related to factors
affecting deep learning in engineering courses and perceptions of
assessment methods that enhance student attitude and under-
standing on a 5-point Likert scale ranging from 1 (strongly
disagree) to 5 (strongly agree).

Instrument reliability. To test the internal consistency (relia-
bility) of the scales representing two factors affecting deep
learning, and the two factors representing perception of assess-
ment methods, we calculated the Cronbach’s alpha reliability
coefficient. It measures the items’ strength with other items of the
same factor. Table 2 shows the results, where Cronbach’s alpha
values ranged from 0.751 to 0.819, which is considered as good
reliability for research purpose (Nunnally 1978).

Structural equation modeling. Structural equation modeling
(SEM) is used in this research which is the appropriate technique
for hypotheses testing. It can be defined as a multivariate tech-
nique that permits for the simultaneous analysis of multiple,
interrelated relationships between concepts in a model to be
considered (Groenland and Stalpers 2012). Further, it has two
aspects; the measurement model followed by the path analysis
which is the structural model (Dugard et al. 2010).

Results
Results in this paper are depicted to show the analysis of the
survey questionnaire and testing the postulated hypotheses con-
sistent with the developed model.

Response rate. As mentioned above, after sending the ques-
tionnaire, 243 completed responses from the undergraduate stu-
dents at QUT were returned to the authors. Thus, based on the
number of the submitted surveys and the acceptable returned
questionnaire, the response rate which is estimated as 40% is
considered high compared to other studies in relevant field. The
respondents in this study were from mechanical and civil engi-
neering disciplines. The sample size of in this study is considered
appropriate for further analysis in SEM as per recommendation
of Oke et al. (2012).

Exploratory factor analysis (EFA) analysis. According to
Tabachnick et al. (2013), confirmatory factor analysis (CFA) is
appropriate when a researcher wants to confirm or test a pre-
existing theory or hypothesis, while EFA is appropriate when a
researcher wants to develop a theory or generate hypotheses
about the underlying structure of the data. As this study proposes

a new hypotheses, EFA is deemed the right approach for the
factor analysis.

Accordingly, prior to the use of SEM, an initial exploratory
analysis was performed using principal component analysis
(PCA) and Kaiser Meyer Olkin (KMO) and Bartlett’s test for
sphericity were used to assess the suitability of PCA. A series of
exploratory factor analyses (EFA) were then conducted using
IBM SPSS statistics to identify the common aspects and factors.

Following the procedure of Senocak (2009), we conducted the
KMO test and the Bartlett’s test of sphericity (Bartlett 1954;
Kaiser 1974) before determining the EFA to check the suitability
of the data for an EFA. KMO value above 0.50 (Kaiser 1974) and
significance (below 0.05) of Bartlett’s test of sphericity (Bartlett
1954) indicates adequacy for a factor analysis.

Two separate EFAs were conducted, one for factors that are
associated with deep learning and the other for perceptions of
assessment methods that enhance student attitude and under-
standing. To ensure the stability of the analysis, a principal
component analysis with varimax rotation (Hendrickson and
White 1964), an eigenvalue of 1 (Fritz et al. 1984), and a factor
loading greater than 0.65 (Jaeger and Adair 2014) were utilized.
Additionally, cross-loaded items were deleted to obtain a more
accurate grouping (Keery et al. 2004). Four items (i2, i3, i11, and
i12) from the factors affecting deep learning and two items (a1
and a4) from the perceptions of assessment methods did not
appear in any groups due to poor factor loading with these
groups. The refined results of the EFAs are presented in Table 3.

The EFA revealed two underlying factors for items affecting
deep learning, explaining 61.5% of the variance, and two items for
perceptions of assessment methods, explaining 74.3% of the
variance. While factor loadings of 0.30 or higher are considered to
reflect sufficiently strong factor loading (Martin-Dunlop and
Fraser 2008), we followed a more conservative approach, as
suggested by Senocak (2009), by using a factor loading of 0.40 or
higher to identify stronger factors. It was found that four
characteristics loaded highly on factor 1, four characteristics

Table 2 Cronbach’s alpha.

Factor Number of items Cronbach’s alpha

Factors affecting deep learning
Learning environment 4 0.819
Course content and design 4 0.751
Learning evaluations
Summative assessment 3 0.764
Formative assessment 2 0.792

Table 3 Factor loadings and variance explained by each
factor.

Factors

Characteristics F1 F2

Factors affecting deep learning
i4 0.808
i5 0.780
i6 0.752
i1 0.728
i8 0.821
i7 0.760
i10 0.660
i9 0.646
% Variance 47.939 13.523

Kaiser-Meyer-Olkin measure of sampling adequacy 0.859
Bartlett’s test of sphericity 0.000
Learning evaluation

a7 0.856
a3 0.842
a5 0.765
a2 0.912
a6 0.899
% Variance 44.944 29.354

Kaiser-Meyer-Olkin measure of sampling adequacy 0.610
Bartlett’s test of sphericity 0.000

Extraction method—Principal component analysis (PCA); Based on varimax rotation
(Hendrickson and White 1964).
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loaded highly on factor 2 for factors affecting deep learning, and
three characteristics loaded highly on factor 1 and two
characteristics loaded highly on factor 2 for perceptions of
assessment methods.

The mean and standard deviation values of the items
mentioned above (Table 3) for deep learning and assessments
are presented in Tables 4 and 5, respectively. We also conducted
normality tests for these items using the widely recognized
Kolmogorov-Smirnov and Shapiro-Wilk methods and deter-
mined that these items met the normality requirements at a
statistically significant level.

The next step in the EFA involved identifying commonalities
among the characteristics to interpret the general meaning of
each factor. Based on the high loadings of the factors affecting
deep learning, the four items of factor 1 are associated with
environmental features that impact student learning (learning
environment), while the later four characteristics of factor 2 are
associated with course content and design. The perception of
assessment methods includes two factors, with the first factor
comprising three characteristics related to the traditional end-of-
semester examination-based assessment system (summative
assessment), and the second factor composed of characteristics
related to assessment based on problem-solving throughout the
semester (formative assessment).

Results of hypotheses testing. The model we developed tested
the relationship between students’ perception of assessment
methods and factors affecting deep learning. In this model,
summative assessment and formative assessment methods were
considered exogenous latent constructs, while learning environ-
ment and course content and design were considered endogenous
latent constructs. To address the limitations of other statistical
methods in analyzing variable relationships, we used structural
equation modeling (SEM) with AMOS version 25 (Blunch 2012).

After validating the measurement models for the latent
constructs, the next step was to construct the structural model
so that the postulated hypotheses could be tested. Goodness of fit
indices from the AMOS software were used to assess the
appropriateness of the structural model developed in this study.
The indices obtained were as follows: the chi-square value of
249.944 with 60 degrees of freedom (χ²/df= 4.166, which is less
than 5), root mean square error of approximation (RMSEA) of
0.074, comparative fit index (CFI) of 0.921, incremental fit index
(IFI) of 0.923, Tucker-Lewis index (TLI) of 0.898, goodness of fit
index (GFI) of 0.925, and adjusted goodness of fit index (AGFI)
of 0.887. These values indicated good model fitness, as they were
all above the recommended threshold of 0.9. This designates the
unidimensionality of the measure, as per the guidelines of
Anderson and Gerbing (1988) and Zainudin (2015).

The testing of causal hypotheses, as per the developed model in
this paper, is illustrated in Table 6. Each hypothesis can be
accepted and supported if it is both statistically and practically
significant. A p value less than 0.05 is considered statistically
significant, and a standardized regression weight (β) greater than
0.2 is considered practically significant.

Table 6 presents the path coefficients for each hypothesized
relationship in the structural model, and the results demonstrate
that the impact of summative assessment on learning environ-
ment (β= 0.36, t= 4.208) and course content and design
(β= 0.31, t= 3.573) are statistically significant. Likewise, the
effect of formative assessment on learning environment (β= 0.29,
t= 3.295) and course content and design (β= 0.28, t= 3.128) is
also considered practically significant. Therefore, all hypotheses
presented in this study are supported.

Discussions
The aim of this study was to investigate the connections between
factors affecting deep learning and learning assessment in the
context of Engineering Education, using a structured ques-
tionnaire survey. The following discussion is based on the results
and findings presented in the previous section, in line with the
study’s objectives.

The result of EFA confirms in principle the findings of War-
burton (2003) who identified the factors affecting deep learning.
Out of three factors, students’ individual factors were excluded
because of two reasons: (1) it is very difficult to control students’
prior knowledge, experience, personality and morale by the
educators, and (2) most of the universities follow equal oppor-
tunity for the students, where excluding a student based on lower
score in the individual factors will violate the equal opportunity
policy.

The EFA conducted in this study revealed that there are two
factors that influence deep learning in engineering courses,
namely the learning environment and the course content and
design, which is consistent with Warburton’s (2003) model.
However, four items from the deep learning construct, namely:
(1) the university learning environment, (2) student choice and
input, (3) teaching and learning flexibility, and (4) field trips/
industry visits had poor model fit. It is not surprising as the
traditional university learning approach typically does not allow
for varying study methods, and course instructors design the
course with limited student input. Additionally, arranging field
trips or industry visits for courses may not always be feasible due
to the nature of different courses, and they may not directly
contribute to students’ grades. This may be the reason why stu-
dents did not consider these factors to be the effective factors for
deep learning, based on their responses to the questionnaire.

The EFA also revealed that there are two distinct factors in
learning evaluation, namely summative assessment and formative

Table 4 Mean and standard deviation values of the deep
learning factors.

Item Factors N Mean Std.
deviation

i1 Efforts by the teaching staff to
make the units interesting

243 4.24 0.886

i4 Availability of necessary resources 243 3.94 0.893
i5 Effective assessment strategy 243 3.99 0.935
i6 Real-life examples and videos 243 4.11 0.864
i7 Peer learning 243 3.35 1.178
i8 Group learning/tutorials 243 3.83 1.059
i9 Deep understanding/explanation

of theories
243 3.79 0.894

i10 Involvement of industry people in
lectures

243 3.71 0.954

Table 5 Mean and standard deviation values of assessment
items.

Item Assessment types N Mean Std. deviation

a2 Open-book in class problem
solving

220 3.14 1.174

a3 Open-book final examination 221 4.02 1.007
a5 Seminar/Presentation 222 3.67 1.045
a6 Close-book in class problem

solving
221 3.13 1.256

a7 Close-book final examination 219 3.93 1.005
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assessment, which supports the findings of Bamford et al. (2012).
Summative assessment generally refers to final exams where stu-
dents cannot improve their performance once the exam is complete,
while formative assessment generally refers to in-class evaluations
that allow for gradual improvement (Bamford et al. 2012).

The EFA results indicated that summative assessment has the
strongest influence on the learning environment. This means that
close and open-book examinations, as well as end-of-term pre-
sentations, strongly impact whether students utilize the available
resources, engage with the teacher’s efforts to make the unit
interesting, follow the assessment strategy, and pay attention to
real-life examples and videos presented during classes. Essentially,
when students are aware of the type and format of the final exam
and end-of-term presentation, they strive to make the best use of
the university’s environmental features to perform well in those
assessments. The study also found a significantly positive rela-
tionship between summative assessment and course content and
design, which suggests that students’ comprehension of final
exams motivates them to work in groups, understand relevant
theories, and gain insights from industry professionals. In sum-
mary, both factors that affect deep learning are significantly
influenced by summative assessment.

The study found that formative assessment has a significant
influence on both the learning environment and course content
and design. This means that both open and close-book in-class
problem-solving based assessments strongly impact various fea-
tures of the learning environment, including the teacher’s efforts
to make the unit interesting, the availability of resources, an
effective assessment strategy, and the use of real-life examples and
videos. Additionally, formative assessment affects course design
features, such as peer and group learning, a deep understanding
of theories, and the involvement of industry professionals in the
class lecture. These results are not surprising, as students tend to
engage more with the learning process when they have the
opportunity to improve their performance. Although the effect of
formative assessment on both factors that influence deep learning
is similar, the impact on the learning environment is slightly
stronger than that on course content and design.

Accordingly, both summative and formative learning have
strong influence on the factors affecting deep learning. The
findings of this study indicate that educators should utilize both
summative and formatting assessment to engage students with
the learning process to make it effective. The combination of
formative and summative assessments has been shown to
improve student learning outcomes. Formative assessments, such
as classroom discussions, provide ongoing feedback to students,
allowing them to adjust their learning strategies and focus on
areas that need improvement. Summative assessments, such as
exams or final projects, provide a measure of student achievement
at the end of a unit or course. Together, these assessments can
provide a comprehensive picture of student learning and help
teachers tailor their instruction to meet the needs of individual
students. According to a review of research on assessment prac-
tices, combining formative and summative assessments has been
shown to improve student achievement and engagement (Black
and Wiliam 1998). Additionally, a study conducted by the

Educational Testing Service found that incorporating formative
assessments into instruction improved student performance on
summative assessments (Pellegrino et al. 2016). Therefore, the
integration of formative and summative assessments can be a
powerful tool for improving student learning outcomes.

Educators can greatly improve the student learning experience by
carefully designing course content and assessments. Course content
should be organized in a logical and meaningful way, with clear
learning objectives that guide the students toward the desired out-
comes. Effective course design should also take into consideration
the diverse needs and backgrounds of students, and provide
opportunities for active engagement, such as discussions, projects,
and hands-on activities. Assessments should also be designed with
the learning objectives in mind, and should align with the content
and format of instruction. Assessment methods should be varied
and include both formative and summative assessments to provide
students with ongoing feedback and to monitor progress toward the
learning objectives. Additionally, educators should ensure that
assessments are fair, valid, and reliable, and provide students with
opportunities to demonstrate their learning in different ways. By
properly designing the course content and assessments, educators
can create an engaging and effective learning environment that
fosters student achievement and success.

Limitations and future research. Similar to other studies con-
ducted in relevant field, this study is not without limitations
which lead to opportunity for further research. Firstly, this study
is based on survey where engineering students provided their
perception about factors affecting deep learning and their rela-
tionships with evaluation system. Sometimes perception-based
survey does not reflect the actual interrelationships among vari-
ables. An experiment-based study may provide a better insight of
such relationships. Future studies can include more variables,
such as the outcomes of deep learning as dependent variable.

In this study, students of only one university have been
considered. In order to generalize the findings, similar study
needs to be done in other universities. Common Method Bias
(CMB) is a systematic error that may occur in survey research
when the method of data collection influences the response
patterns of participants. CMB is a potential source of bias in
survey research where respondents may consistently respond to
questions in a similar way due to the influence of a common
method or instrument. To minimize the effects of CMB in survey
research, researchers used several methods such as use different
data collection methods, use longitudinal study, use reverse-
worded items, use of statistical techniques, and maintain
anonymity and confidentiality of respondents. This study only
undertaken the approach of ‘anonymity and confidentiality’ to
minimize CMB. Also, the relationships of the factors with
demographic variables such as gender, age, nationality and year of
study have not been explored.

Conclusion and implications
This study holds significance both theoretically and practically.
The theoretical model developed to explore the concept of deep

Table 6 Path parameters estimates and hypotheses testing.

Hypotheses Relationships β t p Comments Result

H1(a) Summative assessment→ Learning environment 0.36 4.208 0.000 Significant Supported
H1(b) Summative assessment→ Course content and design 0.31 3.573 0.000 Significant Supported
H2(a) Formative assessment→ Learning environment 0.29 3.295 0.000 Significant Supported
H2(b) Formative assessment→ Course content and design 0.28 3.128 0.002 Significant Supported
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learning can serve as a framework to support modern learning
methodologies and enhance the teaching and learning process.
Furthermore, it is noteworthy that the study incorporated both
types of assessments (formative and summative) into the same
multidimensional model. Additionally, the empirical investiga-
tion was conducted using real data from a university in
Australia (QUT).

The study aimed to achieve two objectives: firstly, to identify the
dimensions of factors that influence deep learning and learning
evaluation, and secondly, to determine the influence of learning
evaluation dimensions on the dimensions of factors affecting deep
learning. The study identified two dimensions of factors affecting
deep learning—learning environment, and course content and
design. Similarly, two dimensions of learning evaluation were
identified—summative and formative assessments. The findings
suggest that summative assessment has the strongest influence on
both dimensions of factors affecting deep learning.

The findings suggest that engineering educators, should care-
fully design the assessment system of a course which lead the
students to deep learning. The learning assessments should be a
combination of both summative assessment and formative
assessment because both type of assessments have significant
influence on deep learning.

Data availability
Data can be provided on request.
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