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The functional differentiation of brain–computer
interfaces (BCIs) and its ethical implications
Xiao-yu Sun1 & Bin Ye2✉

The growth of research and applications of brain–computer interfaces (BCIs) has spurred

extensive discussion about their ethical implications. However, most existing research has

primarily examined ethical issues related to BCIs from a general perspective, with little

attention paid to the specific functions of the technology. This has resulted in a mismatch

between governance and ethical issues, due to the lack of differentiation between write-in

and read-out BCIs. By providing detailed descriptions of the functions and technical

approaches of both write-in and read-out BCIs, we argue that ethical governance of BCIs

should follow the principle of precise governance and develop refined governance strategies

for different functional types of BCIs.
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Introduction

S ince its inception, brain–computer interface (BCI) tech-
nology has sparked significant interest and debate regarding
its ethical implications. Concerns have been raised that the

use of BCI technology may infringe upon users’ rights to safety,
privacy, and informed consent. For instance, Tamara Bonaci has
asserted that despite claims of performance, reliability, and
security guarantees by current engineering practices for BCI
technologies, they still pose significant risks to physical safety and
privacy, due to the lack of standards and guarantees (Bonaci et al.,
2014). Eran Klein has similarly warned that BCI may compromise
the privacy and security of patients’ brain information (Klein
et al., 2015), while other studies have shown through a BCI game
(Flappy Whale) that BCI technology can be used to collect users’
private and sensitive data, leading to potential violations of
privacy and a hindrance to users’ right to informed consent
(Ienca et al., 2018).

In addition to the risks associated with BCI technology, many
studies have shown that it raises significant ethical issues
regarding personal identity, responsibility, and social justice/
fairness. For example, a qualitative study conducted by Erika
Versalovic et al. found that BCI devices can impact users’ self-
conceptions and how others perceive them (Versalovic et al.,
2020). Similarly, Schmid et al. discovered through an online
survey that there is widespread support among the public for
holding BCI users accountable for the consequences of their
behavior and that users cannot avoid taking responsibility
(Schmid et al., 2021). Sasha Burwell et al. have identified per-
sonal identity, responsibility, and fairness as the most important
ethical issues arising from BCI technology, but note a lack of
concrete proposals to address them (Burwell et al., 2017). Emily
Postan has conducted research on the influence of neuro-
technologies like BCIs on identity and has presented a normative
framework regarding identity to assist in crafting narratives that
constitute identity (Postan, 2016; 2020). The impact of BCI
technology on patient autonomy and agency has been a key
concern for many scholars. For instance, Michael Abbott and
Steven Peck suggest that patients with total locked-in syndrome,
who entirely rely on BCI-related functions and lose voluntary
muscle control, may face ethical issues related to the technology
replacing patients’ own decision-making abilities (Abbott and
Peck, 2017). Likewise, Frederic Gilbert et al. have highlighted
concerns regarding the potential for BCIs to alter patients’
agency (Gilbert et al., 2019).

However, the above-mentioned studies have not considered the
way the technology is implemented, i.e., most of them ignore the
fact that different functional types of BCI technologies rely on
different technological approaches. Because of the differences in
their approaches, it results in different ethical consequences, i.e.,
the ethical issues and implications arising from write-in and read-
out BCIs are different (Mazurek and Schieber, 2021), and thus a
universal or general strategy of governance may not be applicable
to all types of BCIs and may even hinder the further development
of BCIs.

This paper provides in the second section an overview of two
functional types of BCIs: read-out BCIs and write-in BCIs, out-
lining their current state of development, with a specific focus on
highlighting the differences between the two technologies. In the
third section, we investigate the ethical challenges associated with
both read-out and write-in BCI technologies. To address these
challenges, we argue that a precise governance approach is
required, and we further propose the need to refine the current
governance model. Based on these established governance mea-
sures, the paper concludes by offering recommendations and
countermeasures for the technical and ethical issues faced by the
two types of BCIs.

Write-in and read-out BCIs
BCI is defined uniformly in current studies. Stephen Scott regards
BCI as a mechanism that deciphers our thoughts into action,
providing brain-damaged patients with an opportunity for direct
communication with the external environment (Scott, 2006).
John Donoghue believes that BCI permits interaction between
external devices and the brain by decoding appropriate neural
signal characteristics, which controls external devices (Donoghue,
2008). A standard BCI framework consists of an acquisition
system, a signal processing system, and an effector. The acquisi-
tion system aims to obtain and record brain signals through
electrode arrays. The signal processing system extracts features of
brain signals and translates these feature signals into various
intentions - for instance, speech, movement, and cognition. The
effector is responsible for converting and implementing various
intentional actions of the users (Bonaci et al., 2014; Santhanam
et al., 2006).

However, such a definition of BCI focuses solely on the read-
out aspect. This could be due to the mature technology of read-
out BCIs, which offers a broad range of benefits, allowing patients
to control robotic arms, wheelchairs, and use voice synthesis
devices and word processors as tools to communicate with the
outside world (Chaudhary et al., 2016; Anumanchipalli et al.,
2019; Mudgal et al., 2020). Yet based on BCIs’ different technical
approaches and functions, they can be classified into write-in and
read-out BCIs.

Write-in BCIs. Write-in BCIs are those that send signals to
neural tissue through electrical or optical stimulation. For
example, Deep brain stimulation (DBS), which is an invasive
brain stimulation method that entails the implantation of elec-
trode arrays under the deep cortex of the brain to stimulate
certain target sites, with stimulation parameters controllable by
external devices to treat symptoms such as Parkinson’s disease,
tremor, or other refractory disorders (Kringelbach et al., 2007;
Lyons and Pahwa, 2008; Volkmann, 2004).

Write-in BCIs are designed to manipulate brain activity with
the aim of either stimulating or inhibiting specific responses
(Rafferty, 2021). These BCIs find extensive application, primarily
in therapeutic contexts. For example, the cochlear prosthesis, an
artificial implant, restores auditory function by stimulating
auditory nerves, enabling individuals with hearing impairments
to regain their ability to hear (Andersen, 2019). DBS offers
therapeutic possibilities for a range of neurological conditions and
disabilities, including Parkinson’s disease (Limousin and Foltynie,
2019; Weaver et al., 2012; Fasano et al., 2012; Pal et al., 2022),
tremors (Lozano, 2000; Bekar et al., 2007), and dystonia
(Anderson and Lenz, 2006), among other movement disorders.
Additionally, DBS is utilized in the management of specific
psychiatric conditions, such as Alzheimer’s disease (Laxton et al.,
2010; Sankar et al., 2015), treatment-resistant depression
(Bewernick et al., 2010; Schlaepfer et al., 2014), and severe
obsessive-compulsive disorder (Greenberg et al., 2006; Visser-
Vandewalle et al., 2022).

From a technical perspective, there are certain issues associated
with write-in BCIs. First, there are safety concerns related to
write-in BCIs. Implanting electrode arrays often requires
craniotomy, which can cause a range of issues, such as hardware
infection and damage to adjacent brain structures, such as
intracranial hemorrhage (Volkmann, 2004). Additionally, elec-
trode array stimulation parameters, such as frequency and
voltage, are often generalized based on animal studies, rendering
safety uncertain and human application highly risky (Bjånes and
Moritz, 2019; Kim et al., 2015; Negi et al., 2010). Optimal
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electrode array size must be selected to improve signal accuracy in
write-in BCI devices (Negi et al., 2010). Prolonged stimulation
times on write-in BCIs can degrade brain signal quality and
potentially alter the responsiveness of nerves to electrical
stimulation, thereby elevating safety risks to brain nerves (Hughes
et al., 2021; Tehovnik and Slocum, 2009; DeYoe et al., 2005).

Second, the exact mechanism of write-in BCIs is not well
understood, and further investigation is needed to fully
comprehend it. There is no way to predict which brain tissues
will be affected by electrical stimulation or to what extent it will
be damaged (Benabid, 2015; Gershon et al., 2003). Moreover, it is
difficult to determine the precise target location for electrode
array implantation and which areas of the brain can be used to
“write” information (Mazurek and Schieber, 2021).

Third, the feasibility of BCIs is a critical concern that warrants
investigation. The implantation of BCI electrodes in the cerebral
cortex leads to a range of inflammatory reactions and gliosis,
which raises long-term feasibility concerns (Lee and Fried, 2017;
Davis et al., 2012). Furthermore, the reliability and flexibility of
current write-in BCIs are considerably limited (Buller, 2021). Of
utmost significance, patients may need to rely on write-in BCIs
for extended periods, yet the impact of long-term use of this
technology on the brain remains unclear. As such, the capacity of
write-in BCIs to meet the users’ needs is questionable, calling into
question their technical feasibility (Bensmaia and Miller, 2014).

Read-out BCIs. Read-out BCIs receive and record brain signals,
decode them using algorithms and decoders, and convert them to
various representations of intentional activities that can be used
to control effectors such as prostheses or wheelchairs (Andersen,
2019). Electroencephalogram (EEG) and functional magnetic
resonance imaging (fMRI) are technologies that “read” brain
signals. Among these, EEG-based BCI technology is more
advanced and involves recording brain signals using an array of
electrodes placed on the scalp. (McFarland and Wolpaw, 2017)
These signals can then be used to control external robotic arms
and other devices for the detection of brain function and diseases
such as sleep disorders (Demene et al., 2017; Stevner et al., 2019).

The primary function of a read-out BCI is to retrieve neural
data generated by the brain, assess and analyze brain activity, with
the aim of deducing alterations in intentions, behaviors,
perceptions, and cognitive states based on brief data snapshots
(Rieger et al., 2008; Schicktanz et al., 2015). Additionally, it can
transmit or report neural data for various purposes (Rafferty,
2021). Read-out BCIs designed to restore motor and language
functions serve as common examples (Rieger et al., 2008;
Schicktanz et al., 2015). For instance, through direct transmission
of mental commands to relevant devices, monkeys can manip-
ulate limb movements through their thoughts (Ifft et al., 2013).
These devices are similarly employed for individuals with severe
paralysis, where electrode signals can decode their motor
intentions (Aflalo et al., 2015), allowing them to control robotic
arms for tasks such as bringing a bottle to their mouth and
drinking through a straw (Hochberg et al., 2012). Furthermore,
read-out BCIs have applications in real-time language translation
and mood detection for individuals who have lost their speech
and communication abilities (Moses et al., 2019; Wu et al., 2017).
Moreover, some scholars speculate that these BCIs may
eventually find application in lie detection, deception detection,
and even in uncovering intricate and potentially subconscious or
concealed brain information (Roelfsema et al., 2018).

From a technical perspective, there are also certain issues
associated with read-out BCIs. Firstly, read-out BCIs are generally
non-invasive, less costly and pose fewer safety risks compared to
write-in BCIs (Volkova et al., 2019; Van Steen and Kristo, 2014).

Secondly, the mechanism of read-out BCIs is easy to compre-
hend. Signals generated by intentional brain activity are recorded
with scalp electrode arrays, and specialized algorithms decipher
these signals into recognizable representations. Thirdly, these
representations are converted into external actions via dedicated
devices. Technically, read-out BCIs require only minimal
apparatus attached to the scalp, which enhances the feasibility
of utilizing them for 24-hour periods or extended periods
(Bensmaia and Miller, 2014). Lastly, the efficiency of read-out
BCIs is limited by some challenges. The EEG-based technology
has some limitations, as it is subject to interference from tissue
layers such as the scalp and skull (Nicolas-Alonso and Gomez-
Gil, 2012; Lebedev and Nicolelis, 2006). Consequently, the
accuracy of signals and the transmission rate is relatively low,
compromising the ability to translate the user’s intentions into
external activities. Moreover, it is impossible to extract signals
generated by individual fascicles, which contributes to errors in
decoding the neurological activity resulting in incorrect external
activity outcomes (Xu et al., 2018). This might negatively impact
users, and in severe cases, may lead to harm. There is also the
danger of malicious attackers exploiting vulnerabilities, poten-
tially compromising the confidentiality of brain information (Xu
et al., 2018).

From the previous description of read-out and write-in BCIs,
we can identify the differences between these two technologies.
Firstly, read-out BCIs interpret the users’ intentional activity and
translate it into actual actions where the users take control of
these activities. On the other hand, write-in BCIs input intended
action into users, and stimulate them to generate intentional
action brain signals, whereby the device is the initiator of the
intention-generating activity, not the users. Secondly, while read-
out BCIs involve electrode arrays on the users’ scalp to record and
analyze brain activity, write-in BCIs require implanting an
electrode array in the brain to electrically stimulate a target site,
generating cognitive, verbal, or motor intentions in the users,
controlled by an external device based on their needs or medical
condition. While some write-in BCIs function by stimulating
specific areas of the scalp using induced currents, the accuracy,
and achievement of all the desired outcomes may be minimal. In
conclusion, while both read-out and write-in BCIs can convert
user intentions into actual activities, the former is a self-generated
activity by the users, while the latter is a device-initiated activity
that raises technical challenges and ethical considerations that
differ from those of read-out BCIs.

Ethical challenges of write-in and read-out BCIs
According to the technical differences and different functions
between write-in and read-out BCIs, the ethical issues posed by
each are distinct. While there may be some common concerns,
the impact of these ethical issues varies significantly. Therefore, it
is necessary to distinguish between ethical issues caused by these
two types of BCIs in order to fully comprehend the ethical
implications of each. A comparison of the ethical issues present in
write-in and read-out BCIs, the need for differentiation, and the
varying levels of impact are provided in Table 1 below.

Table 1 highlights the distinct ethical challenges associated with
write-in BCIs and read-out BCIs. This paper summarizes these
challenges into seven key aspects: safety, privacy, identity,
autonomy and agency, responsibility, fairness, and informed
consent. Below, this paper provides a detailed analysis of the
ethical issues and implications of write-in and read-out BCIs.

Ethical challenges of write-in BCIs
Safety. As can be seen from the second section: the safety of users
is a primary concern with the implementation of write-in BCIs.
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Technical uncertainties surrounding the devices and their lack of
a reliable mechanism may result in harm to the user’s body
(Benabid, 2015; Gershon et al., 2003). Unavoidable risks from
surgery and electrical stimulation can also create damage to brain
tissues, and unexpected situations may lead to risks to the
user’s life.

Identity. Identity refers to the enduring nature of a person’s self,
remaining stable over a period of time without transformation
into a distinct persona. Scholars concur that specific criteria
determine whether someone’s identity has been modified. These
are personality, beliefs, thoughts, perceptions, behaviors, emo-
tions, and sense of self (Coleman and Williams, 2013; Postan,
2016; Pugh, 2020; Postan, 2020). The use of write-in BCIs may
change users’ cognition, behaviors, and self-perception, thereby
affecting their identity (Gilbert et al., 2017). Researchers have
delved into the connection between BCIs and identity, investi-
gating the potential for BCIs to modify a user’s identity and
induce psychological changes, among various other factors
(Tamburrini, 2009; Klein, 2015; Glannon, 2016; Gilbert et al.,
2018; Aggarwal and Chugh, 2020).

According to a qualitative study by F. Gilbert et al., in which
semi-structured interviews were applied to patients using write-in
BCIs, patients perceived the devices as an extension of their
bodies, materializing into a portion of themselves. These
machines impacted their desired goals and improved daily
activities (Gilbert et al., 2017). The change in identity can create
varied effects: both positive and negative. For instance, if a write-
in BCI encourages users to set proper ideal goals in life, it has a
positive effect, users possess the capacity to comprehend their
own selves, identify valuable aspects, strategize for and sustain
enduring projects, commitments, and relationships (Postan,
2020). Conversely, when this leads to the embrace of erroneous
values, detrimental consequences ensue.

Autonomy and agency. Autonomy and agency are vital for indi-
viduals’ ability to control their daily activities spontaneously,
particularly since this behavior is independent of the external
environment’s influence and manipulation (Buss and Westlund,
2018). Autonomous agents freely act as per their choices and
plans (Schlosser, 2019). Agency’s realization primarily relies on
agents’ autonomy, and this can only be possible with the ability of
agents to decide independently about their activities (Schlosser,
2019). Write-in BCIs offer the potential to alter users’ agency and
autonomy. On the one hand, they can restore users’ autonomy
and agency, while on the other hand, they can impair them
(Friedrich et al., 2018). A user with Locked-in syndrome (LIS), for
instance, may use a write-in BCI to enhance her or his cognitive
ability and decide and perform routine activities independently,
thus restoring autonomy and agency (Fenton and Alpert, 2008;
Vukov, 2017). However, if a user receives signals through write-in
BCIs to perform behaviors that she or he cannot control, it erodes

their autonomy and agency. As an illustration, BCIs could
potentially find applications in interrogation contexts or even for
the purpose of pacification, ultimately eroding the autonomy of
individuals (Munyon, 2018).

Ethical challenges of read-out BCIs. Read-out BCIs pose fewer
ethical concerns due to their functional and methodological dif-
ferences. The most apparent ethical challenge that arises with
read-out BCIs is privacy concerns. To illustrate, read-out BCIs
have the capability to acquire not only the user’s brain data but
also various other data types, including physiological and beha-
vioral information. Subsequently, these systems can formulate
specific inferences about the user’s brain activities or thoughts,
individually or in combination, thereby presenting a potential risk
to the privacy and security of the user (Postan, 2020). These
concerns associated with read-out BCIs stem not only from the
devices themselves but also from malware attacks like malicious
algorithms, “brain spyware,” among others (Bonaci et al., 2014).
Attackers carefully design “brain spyware” malware to locate and
tap into user’s private data, including their financial and facial
information, raising severe ethical concerns (Martinovic et al.,
2012).

Users’ privacy security could be seriously threatened when
attackers misuse the private information generated by users’
brains and predict their mental activities, intentions, beliefs,
health information, and personality traits (Inzlicht et al., 2009;
Chaudhary and Agrawal, 2018). Landau et al. (2020a, 2020b)
illustrated that the collection of EEG data via BCI applications
constitutes an encroachment upon privacy. Furthermore, they
established that personality traits can be deduced from this
EEG data.

Exploitation of such information could lead to users being
manipulated or coerced into performing malicious behaviors. As
BCI technology advances, the ability to monitor users’ thoughts
will continue to improve. For instance, researchers have
developed a GPT-based language decoder that is similar to the
ChatGPT model. This decoder records and decodes brain activity
information using non-invasive fMRI, achieving an accuracy rate
of up to 82% in speech perception (Tang et al., 2023; Reardon,
2023).

Users’ raw and predicted private information could be
exploited for commercial advertising and marketing purposes,
or even to harm and manipulate them, posing a threat to their
physical and mental well-being and overall safety (Bonaci et al.,
2014). For instance, a malicious attacker might obtain private
information about an individual with epilepsy and purposely send
them unwanted messages with rapidly flashing, horrific, and
hateful animated images designed to trigger seizures (Ertl, 2007;
Poulsen, 2008). Users of read-out BCIs are often physically
disabled, and access to their private information, coupled with
inference and predictions of other information, could

Table 1 A comparison of ethical challenges of write-in and read-out BCIs.

Ethical issues Write-in BCIs Read-out BCIs

Yes/no Distinction Degree of impact Yes/no Distinction Degree of impact

Safety Yes Yes Large Yes, but slight Yes Slight
Privacy Yes, but slightly Yes Slight Yes Yes Large
Identity Yes Yes Large No Yes Slight
Autonomy & agency Yes Yes Large Yes, but slight Yes Slight
Responsibility Yes No Large Yes No Large
Fairness Yes No Large Yes No Slight
Informed consent Yes No Same Yes No Same
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significantly threaten their physical and mental well-being, along
with various other aspects of their lives.

Common ethical challenges of write-in and read-out BCIs
Responsibility. BCI technology, both write-in and read-out, is
faced with ethical issues concerning responsibility (Rainey et al.,
2020); however, write-in BCIs have more significant implications.
The use of write-in BCIs may cause the user’s personal identity to
change, resulting in altered personality, emotions, and percep-
tions before and after usage - a transformation into a different
person (Jebari and Hansson, 2012). However, the responsibility
for any unethical or illegal actions is controversial, since the user
is not the same person as before using the write-in BCI. It
becomes challenging to determine who should be responsible,
especially if the user behaves wrongly due to being a different
person or acquiring a nervous disorder. Consequently, owing to
the convergence of identity and responsibility, the ethical
responsibility linked to the actions of BCIs becomes notably
intricate (Klein et al., 2015).

Furthermore, alterations in users’ autonomy and agency can
diminish their capacity to exercise autonomy independently,
thereby introducing further complexities in ascertaining account-
ability. Moreover, BCIs can respond to users’ subconscious
thoughts, an arena where users possess neither consciousness nor
control (O’Brolchain and Gordijn, 2014). In light of this scenario,
the pivotal query emerges: whether users should assume complete
responsibility for all consequences produced by the BCIs (Klein
et al., 2015).

Privacy violations caused by read-out BCIs create a responsi-
bility problem. If a user’s privacy is breached, and they are
manipulated or forced to commit illegal activities or suffer harm
due to leakage (Bonaci et al., 2014), attributing responsibility for
any wrongdoing and harm caused by manipulation becomes
challenging. Furthermore, this responsibility issue for read-out
BCIs extends beyond identifying the responsible party and
involves determining how to hold the user accountable while
also identifying the party responsible for privacy violations. As a
result, multiple parties may be involved, necessitating more
effective ways of attributing responsibility.

Social Fairness. The issue of social fairness is critical for both
types of BCIs but has various implications. Write-in BCIs may
use electrical stimulation to enhance users’ cognitive abilities,
actions, and other functions, creating social inequality (Khan and
Aziz, 2019). Low affordability of write-in BCI devices to a large
number of people can create differences in abilities between those
who use and those who do not use them, leading to more class
antagonism and social division (Vlek et al., 2012). In contrast,
read-out BCIs have a relatively low social impact since they
mainly focus on restoring hearing, speech, motor functions, etc.,
although they could still create some social inequalities. To
illustrate, in the case of a BCI gaming, the input comprises EEG
scan data obtained from users. Simultaneously, hospitals and
healthcare institutions house vast datasets of patient EEG scan
data and associated personal information. In a concerning sce-
nario, if malicious actors were to gain access to both the EEG scan
data from the gaming environment and hospital records, they
could conduct comparative analyses to extract intricate user
details. This, in turn, has the potential to result in discriminatory
practices against specific populations, with implications for fair-
ness (Landau et al., 2020a, 2020b).

Informed consent. The concept of informed consent is an important
ethical concern in both types of BCIs and numerous other research
domains (Grübler et al., 2013; Versalovic et al., 2020). It is crucial to

obtain and provide consent from BCI users before utilizing it and
ensure that they comprehend all potential consequences. Never-
theless, acquiring informed consent may be complicated for people
lacking the ability to make autonomous decisions. In these cir-
cumstances, it is essential to brief their guardians on all the infor-
mation so that they can make an informed decision.

Write-in BCIs raise ethical issues concerning user security,
personal identity, autonomy, and agency, whereas read-out BCIs
primarily concern privacy. Both categories pose challenges
regarding responsibility, social equitability, and informed con-
sent. It is crucial to differentiate personal identity, autonomy, and
agency, and privacy for each type of BCIs. While responsibility
and social equity issues have different impacts on users and
society, they need not be distinguished since they arise from
similar causes and require the same governance measures.
Informed consent issues do not demand differentiation as they
have comparable impacts on users and society. Although write-in
BCI technologies are still in their nascent stages, current research
on ethical concerns in BCI technologies prioritizes write-in BCIs.
Neglecting to distinguish between the two categories of BCIs may
cause unwarranted concerns about read-out BCI products
currently in use, emphasizing the need for precise governance
of ethical issues concerning BCIs. Although current research has
put forth many governance measures and ethical principles
concerning BCIs, it has yet to establish a distinct differentiation
between write-in BCIs and read-out BCIs, thereby imposing
certain constraints. Consequently, there exists a demand for
precise governance to augment and fine-tune ongoing research
pertaining to the ethical governance of BCIs.

Suggestions for governance
The current approaches for the ethical governance of BCIs.
This article, following a comprehensive review of pertinent lit-
erature, identifies that the current approaches to governance
concerning ethical aspects in BCIs can be broadly classified into
two levels: ethical and legal.

Ethical level. The application of BCI technology has given rise to a
multitude of ethical challenges with significant implications. Certain
scholars contend that established ethical guidelines, such as the
Declaration of Helsinki and the Belmont Report, may not offer
adequate solutions to contemporary ethical dilemmas (Yuste et al.,
2017). In response to the ethical quandaries stemming from BCI
technology, numerous international organizations, and govern-
mental bodies have implemented pertinent ethical initiatives and
governance measures. As an illustration, UNESCO has published the
“Report on Ethical Issues of Neurotechnology,” which advocates for
responsible innovation (International Bioethics Committee (IBC),
2022). Remarkably, China has introduced, for the first time within
the BCI domain, a proposal emphasizing that BCI development
should align not only with the principles of respecting, non-harming,
benefiting, and justice in bioethics to preventing harm to users, but
also with the principles of non-harming, respecting autonomy,
protecting privacy, ensuring transparency, and upholding fairness
and justice (Chinanews, 2023). Additionally, several scholars have
proposed a range of recommendations pertaining to ethical issues in
BCIs. These recommendations encompass the establishment of
rights such as “neurofreedom” and “neuroprivacy,” enhancements in
informed consent procedures, regulation of brain data collection,
constraints on brain data sharing, the recognition and mitigation of
biases, and the advancement of fairness in neurotechnology
(McCullagh et al., 2014; Goering et al., 2021; Doya et al., 2022).

Legal level. At the legal level, it is noteworthy that only a limited
number of countries have enacted legislation and regulations
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aimed at safeguarding the integrity of the human mind or have
incorporated neural data into their personal data protection laws
(UNESCO, 2023). For instance, Chile’s constitutional amend-
ments have paved the way for the safeguarding of citizens’ mental
privacy and their freedom of will (Guzmán, 2022). Spain has
introduced the “Digital Rights Charter,” which mandates that the
utilization of neural technology must ensure each individual’s
control over their identity, sovereignty, and self-determination,
while also guaranteeing the security and confidentiality of
acquired neural data. Moreover, it regulates the deployment of
technologies that may impact physical or mental integrity (AOC
blog, 2021). France, among others, has issued a “Charter for the
responsible development of neurotechnologies.”

In summary, while some governance approaches have been
established, the research on the governance of ethical issues
related to BCIs remains incomplete due to the ongoing
development of BCI technology. Existing governance approaches
exhibit certain limitations. Besides potential delays in the legal
domain and the abstract nature of ethical aspects (Mittelstadt,
2019), a pivotal concern arises from the fact that current
governance measures do not distinguish between write-in BCIs
and read-out BCIs. Instead, they address ethical issues in BCIs at
a macroscopic level. This approach may lead to confusion in
practical applications, potentially governing non-existent ethical
issues while overlooking genuine ethical concerns.

To effectively manage ethical challenges encountered by the
aforementioned BCI types, precisely targeted recommendations
and governance measures are necessary for specific ethical
dilemmas unique to each type of BCIs. Precision governance
(PG) is an approach that incorporates the preferences and contexts
of individuals and collectives into policy decision-making. This
governance method also includes the potential preferences and
needs arising from specific circumstances and experiences, thereby
enhancing the precision and personalization of decision-making
(Hondula et al., 2018). Write-in BCIs and read-out BCIs face
distinct challenges at ethical and technical levels. Ethical concerns
regarding write-in BCIs encompass user safety, identity, autonomy,
and agency, while read-out BCIs primarily entail significant
privacy risks. On the technical level, write-in BCIs primarily
confront issues of feasibility and uncertainty in operational
mechanisms, whereas the effectiveness of the technology repre-
sents the primary concern for read-out BCIs. Therefore, ethical
and technological governance diverge. Ethical governance primar-
ily addresses the ethical challenges associated with BCIs, encom-
passing specific social and societal values, whereas technological
governance primarily concentrates on the technical obstacles
encountered by BCIs, encompassing practical rules in design,
development, and deployment. Consequently, the general govern-
ance strategy mentioned earlier is inappropriate for addressing the
multifaceted issues stemming from BCIs. Instead, precise govern-
ance is imperative, offering distinct governance measures tailored
to the specific issues of write-in BCIs and read-out BCIs, meeting
unique preferences and needs, achieving fine-grained and
personalized governance, and compensating for the shortcomings
of the general governance approach.

The approach of precise governance. To effectively govern
ethical issues of BCI technology, it is imperative to apply precise
governance principles by pinpointing specific issues and tailoring
recommendations and governance measures for the unique
ethical considerations of write-in and read-out BCIs. Problem-
targeted governance measures should address key ethical issues,
including security for write-in BCI and performance for read-out
BCI. Governance measures should restrict write-in BCI use until
establishing high levels of security and promoting use only after

achieving the highest security standards. To deploy effective
governance measures, implementing PG whereby ethical issues
are classified, and effectively resolved is necessary. Current gov-
ernance measures may lead to impractical solutions, misguided
guidance, and improper resource deployment, impeding further
BCI technology development and improvement.

PG for write-in BCIs
Technology governance: The safety of BCI technology is crucial,
particularly for write-in BCIs that are still in their early stages of
scientific and clinical development. Uncertainty about the safety,
feasibility, and effectiveness of write-in BCIs exists, and prolonged
use may be required to maintain their intended functions and
effects, posing further concerns about their long-term impact on
the brain. Additionally, the level of medical care significantly
affects the use of write-in BCIs, making it necessary not only to
enhance the quality of medical care but also to utilize write-in
BCI technologies reasonably. Improving their safety is essential to
protect the lives of users and promote the development and
advancement of BCI technology.

Ethical governance: The utmost importance must be given to
safeguarding users’ identity and autonomous decision-making
rights when developing write-in BCI technology. Malicious
attackers can exploit mind control over the user, generating
impulsive or harmful thoughts and behaviors. Distinguishing the
origin of such actions, either from the user or the attacker, can be
challenging, leading to a loss of personal identity and autonomy.
Therefore, write-in BCI technology must take into account user
needs and values, tailoring the design accordingly while imple-
menting relevant review standards and audit mechanisms to
protect the user and others from harm.

PG for read-out BCIs
Technology governance: Enhancing the effectiveness of read-out
BCI technologies is critical when considering interference or
external environmental attacks. Although there is no immediate
security risk, deviations from user-intended actions can occur,
and the timeliness and accuracy of the device can be affected,
ultimately harming the user. Therefore, additional improvements
are necessary to ensure accurate and timely translation of user
intention into an external device activity.

Ethical governance: Protecting user privacy is of paramount
importance from an ethical standpoint. As read-out BCI tech-
nologies become more popular and mature, they become
increasingly integrated into users’ daily lives. However, over-
involvement in users’ lives poses a significant risk to privacy and
security. Malicious access to, collection, and use of private
information can cause harm to individuals and society, with
potentially life-threatening results. Therefore, establishing tech-
nology specifications, enhancing and upgrading security
mechanisms, and developing and updating privacy and security
monitoring mechanisms in a timely manner becomes critical. It is
vital to explain and prevent all possible harms resulting from
read-out BCI technology and to establish privacy protection
technologies. Supervising the product development process and
enforcing ethical principles, laws, and regulations for privacy
protection are of utmost importance to ensure user privacy.

PG for the common ethical issues of write-in BCIs and read-
out BCIs
It is vital to improve relevant systems and regulations and
reinforce policy protection: Responsibility attribution relies on
clarification of the source of information driving the intentional
behavior. If users generate it, they are responsible for any
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impulsive behavior. On the other hand, technical issues causing
harm make the manufacturer accountable. The legal systems must
be enhanced and policy protection strengthened to facilitate the
market use of BCI technology. Specific mechanisms to handle
recourse cases must be identified, and the right to informed con-
sent protected. Furthermore, vendors must not obtain, store, or
share user’s personal privacy information without proper consent.

Enhancing social distribution systems is essential to promoting
distributive justice: Generally, BCI products are costly, rendering
them inaccessible to many patients, particularly those in impo-
verished areas where these products may be unavailable. Therefore,
the state should allocate resources reasonably, and control BCI
product prices. Additionally, pricing standards and allocation
systems should be region and user-group-specific. It is worth
noting that the development and utilization of BCIs may exhibit
global variations, particularly in remote and resource-constrained
areas. Thus, the governance of ethical issues related to BCIs in
these regions should be adapted to their unique contexts. It is
commonly recommended to engage local communities and
researchers while fostering collaboration with other regions
(Pickersgill, 2021; Shen et al., 2021). Furthermore, R&D and pro-
duction companies should receive subsidies to develop BCI pro-
ducts, allowing them to forgo economic benefits while remaining
profitable. These steps aim to ensure that everyone in society has
an equal opportunity to access and utilize BCI technologies.

Conclusion remarks
BCIs bring about convenience and ethical concerns intrinsic to
their function and mechanism. It is, therefore, necessary to dif-
ferentiate BCI technologies by function and discuss technical and
ethical issues separately. Write-only BCIs face technical safety,
mechanism uncertainty, and low feasibility problems; technical
effectiveness problems persist with read-out BCIs. Write-in BCIs
give rise to problems in user security, personal identity, auton-
omy, and agency issues while privacy and security are chiefly
problematic with read-out BCIs. Therefore, effective governance
of ethical issues posed by BCIs requires precise governance
measures for different technical and ethical problems to attain
effectiveness and accuracy. The application of precise governance
to the various technical and ethical concerns of BCIs will sig-
nificantly enhance governance effectiveness in the field of BCIs.
One limitation of this paper is in the definition of identity, which
is a complex concept with multiple controversies in academia,
thus relying on a general concept. In the future, BCIs will com-
bine write-in and read-out techniques, emphasizing the need for
increased research, clinical attention, and investment in this area.

Data availability
Data sharing is not applicable to this article as no datasets were
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