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clustering and semantic enrichment
Vincenzo De Leo 1,2✉, Michelangelo Puliga1,3, Marco Bardazzi4,6, Filippo Capriotti4,7, Andrea Filetti4 &

Alessandro Chessa 1,5

Extracting meaningful information from short texts like tweets has proved to be a challenging

task. Literature on topic detection focuses mostly on methods that try to guess the plausible

words that describe topics whose number has been decided in advance. Topics change

according to the initial setup of the algorithms and show a consistent instability with words

moving from one topic to another one. In this paper we propose an iterative procedure for

topic detection that searches for the most stable solutions in terms of words describing a

topic. We use an iterative procedure based on clustering on the consensus matrix, and

traditional topic detection, to find both a stable set of words and an optimal number of topics.

We observe however that in several cases the procedure does not converge to a unique value

but oscillates. We further enhance the methodology using semantic enrichment via Word

Embedding with the aim of reducing noise and improving topic separation. We foresee the

application of this set of techniques in an automatic topic discovery in noisy channels such as

Twitter or social media.
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Introduction

The Twitter micro-blogging platform introduced a new
communication standard where a ’tweet’ is the atomic
unity that, in 140 characters (now 280), conveys a world of

possibilities, with mentions, hashtags and links to external media
that create user engagement.The study of Twitter gained recently
a great attention in the scientific community, given the increasing
importance that social networks have in everyday life (Lazer et al.,
2009). Indeed, more and more people get informed through social
networks and uses twitter as a political arena (Tumasjan et al.,
2010) and to interact with companies and regulators (O’Connor
et al., 2010). The facility of use of this kind of media was also
responsible for the explosion of the phenomenon of fake news
(Cadwalladr et al., 2017; Lazer et al., 2018). Detection of mean-
ingful information in tweets amongst fake users (bots) (Caldarelli
et al., 2020) and fake content (Agarwal et al., 2011) became then
an important scientific question addressed by looking at the
topology of connections as well as the semantic of the content.

Building a reliable system for topic detection (TD) on stream
media like Twitter is an open research question. As the language
associated with tweets tends to be concise, sometimes demanding
to the hashtags the entire meaning of a sentence, the task of an
automatic understanding is a major challenge along with auto-
matically following a discussion (tracking a topic (Mahmud et al.,
2018)). The huge amount of information created, counting mil-
lions of tweets per hour, makes these task highly computationally
demanding. A partial mitigation of the tracking challenge relies
on considering the “trending topics" by looking only to the
hashtags that are easier to follow for automatic systems and still
carry their strong semantic meaning. Unfortunately, however,
hashtags can mutate along their trajectory in time: slightly dif-
ferent versions of the same word appear, or the same hashtag can
be used in non-conventional ways by adding irony or sarcasm
making this aspect another technical problem in Big data streams
(Bharti et al., 2016).

When dealing with tweets, practitioners have to focus on
several tasks at once: (a) tracking discussions grouping tweets into
live clusters (b) filtering unwanted content and noise from the
tweets (c) making an accurate TD deciding about the optimal
number of topics (d) improve the topic purity and expand
semantically the extracted topics for a better understanding of the
subjects as tweets can be too short. All these goals are, in part,
conflicting each other: for instance aggressive noise filtering—
usually done removing low-frequency words—can change the
topic representation, its purity and even how many topics were
recovered in the corpus. Vice versa with a low level of noise
filtering tracking topics, that rely on text similarity, can be diffi-
cult as unwanted terms in the short tweets can make two unre-
lated tweets appearing similar. These problems are reflected in the
literature on TD that rarely addresses more than a single issue at
once, papers tend to divide into TD methods (Likhitha et al.,
2019), or tracking systems (Xu et al., 2019), or unsupervised
clustering techniques (Haribhakta et al., 2012).

In natural language processing (NLP) topic detection is tradi-
tionally performed by using two different approaches: supervised
and unsupervised. In the first case we know the topics in advance
and we want to classify the documents assigning one or more
topic per document, in the second case we are trying to auto-
matically extract them from the documents using a collection of
words that are the most representative of the content. The terms
that describe each topic are somehow imprecise and only sug-
gestive of the overall content. Another typical problem in this
field is identifying the optimal number of topics in a totally
automatic way. A low number of topics will create a situation
where the words of each topic describe mixed concepts, vice versa
a high number of topics will make several topics poorly defined

and plenty of ambiguities. The procedure to extract topics from a
corpus involves the creation of a term-document matrix, often in
the form of a large and sparse Tf-Idf matrix (term frequency
inverse document frequency). This matrix with N ×M, N docu-
ments per M words must be reduced to a more tractable and
smaller, and denser matrix of l × w, l topics per w ≤M words.

The optimal number of topics l is traditionally decided in
advance (see Krasnov et al. (2019), and Arun et al. (2010)), in fact
methods such as LDA (Latent Dirichlet Allocation) or NMF
(Non-Negative Matrix Factorization) work with this property as
input and allocate the best word partition. Other more modern
techniques such as HDP (Hierarchical Dirichlet process, intro-
duced in Teh et al. (2005)) can avoid selecting the initial number
of topics trying to optimize the distribution of words among
different groups (the topics). However, a quick look at these
techniques show that they are bounded to hyperparameter tun-
ing. With respect to HDP we have to set: α the concentration
coefficient of Dirichlet Process for document-table, η the hyper-
parameter of the Dirichlet distribution for topic-word, and γ the
concentration coefficient of Dirichlet Process for table-topic.
Finally being the method a probabilistic one every run it produces
slightly different results, meaning that a word can move from a
topic to another one, and more importantly, the estimated
number of topics can vary a bit around an average value.

All these methods lack of stability: no topic has always a
consistent and stable set of words that move from a topic to
another one, and the number of topics changes accordingly with
some degree of randomness. In theory a good topic partition
must have both (a) an optimal number of topics (b) a core of
words that stay on the same topic for the majority of the simu-
lation runs, and for different starting parameters. Within this
framework only a robust (i.e., consistent over hyperparameter
tuning) and stable partition of words (Greene et al., 2014) that
describes each topic must be considered the optimal partition.

In literature a stability analysis for different values of the l initial
topics has been introduced by Levine et al. (2001) with the goal of
estimating the best partition. Among the possible measures of
agreement, in this work we utilize the consensus matrix (see Strehl
et al. (2003)) that measures the tendency of the words of a given
topic to remain in the same clusters in each TD estimation. When
the initial data is perturbed, or the parameters of the TD meth-
odology were slightly modified, a consensus matrix can be used to
measure the stability of topics. The most stable solution of the
consensus matrix partition will be the optimal solution.

Starting from the existing literature, our contribution to the
actual research can be divided in two parts. In the first one we
propose a technique of optimal topic number detection, manip-
ulating the term-document matrix as a starting point for TD, and
the consensus matrix and its clustering in order to find the best
topic-term partition (the most stable). We introduced a recursive
procedure that searches for a stable value for number of clusters in
the consensus matrix and at the same time in the TD factorization.
In the second part of the paper we make use of the word2vec tool
to semantically enrich the tweets with synonyms and related
words. We demonstrate that this operation is able to improve the
quality of the TD. Intuitively, expanding each tweet with more
related words will make the documents longer and potentially
more meaningful, with our matrix manipulation better suited for
TD. We believe that these techniques are an initial step toward a
better topic detection in a complete unsupervised fashion.

Methods
The study of topic detection and topic purity we performed in
this work involved several steps: (a) the creation of the Twitter
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dataset with filtering methods from NLP (b) the definition of a
recursive procedure for TD that searches for the most stable
partition of the consensus matrix obtained by the TD metho-
dology (c) the demonstration with tests and examples that the
semantic enrichment via word2vec will acts on the topic-term
matrix H by improving the topics’ purity. In short terms we
applied a combination of clustering and topic detection to get the
optimal topic number, with a semantic enrichment as a final step
to deal with the purity of each topic.

Matrix rank reduction. Several methods for matrix rank reduc-
tion exist, among them we citep the LDA (Latent Dirichlet
Allocation) (Blei et al., 2003), and pLSA (Hofmann, 1999) that
uncovers the composition of the topics with probabilistic models
(the LDA uses the prior information of a Dirichlet distribution to
model the term-document matrix). These topic model techniques
work well for corpora with long documents. However, experi-
ments on short texts, and tweets in particular showed that the
performance are poor (see Hong et al. (2010)). Intuitively when
the number of words of each document is small (like in the
tweets) the original term-document matrix representation
W(m × n) (M documents by N words) becomes extremely sparse
and the learning procedure performed by LDA or pLSA tends to
be inefficient in capturing the topics; this is especially true if the
number of topics K is much larger of the size of each document.

An alternative technique to the pLSA or LDA methods is the
Non-Negative Matrix Factorization NMF that solves a rank
reduction problem using an optimization technique on the
decomposing the original term-document matrix W≃V ⋅H into
a document-topic matrix V and a topic-term matrix H using a
norm (usually the Frobenius Norm) and a minimization
function on it.

While the experiments show that NMF is fast and robust for
short text, the sparseness problem can still reduce the ability of
getting high-quality topics (Yan et al., 2013). Indeed while the size
of a corpus of tweets can be large, the number of unique words on
it grows much slower in a logarithmic fashion. The authors
proposed to change the document-term matrix into a term-term
matrix and on top of it building a NMF factorization. The term-
term matrix, built from co-occurrence of words, has the
advantage of being more dense, compact in size, and more stable
in topic reconstruction.

Clustering techniques. Studying the topics can be done also using
ordinary clustering techniques like K-means, creating cluster of
documents (by similarity) that can further be described by the most
frequent words or by another operation of topic detection. While
this method is fast and easy to perform the K-Means suffers for the
curse of dimensionality: for large matrices the Euclidean metrics is
worse in retrieving the clusters (Steinbach et al., 2004). A more
modern method for clustering is the HDBSCAN (hierarchical,
density-based clustering with noise) procedure (Campello et al.,
2013; McInnes et al., 2017) that is based on defining clusters
according to their local density, while introducing also the concept
of noise: not all points belong to a cluster, several ones will be
outside and will be classified as noise. The HDBSCAN is different
from the DBSCANmethods as the former defines a typical scale for
the clustering density: in the latter the only requirement is speci-
fying a minimum number of points n in each cluster.

Although clustering is an attractive way of grouping docu-
ments by similarity, a methodology to extract the concept out of
clusters is still needed, and it can be a TD like NMF or LDA or
even a simple most frequent word approach. It is worth also to
remember that topics tend to appear in mixtures, and if each
document has more than a topic, we can need a fuzzy clustering

(see the classical survey of Yang (1993)) approach if we need to
group documents according to topics and not simply by
similarity. Interestingly for short documents, and tweets in
particular, the topic mixture is a minor issue as it is unlikely that
each tweet carries more than a topic on it.

Semantic expansion. Any further step to improve the TD pro-
cedure must take into account semantic insights on each docu-
ment. The typical representation of a topic with document-words
lacks of precision. For instance a sentence like “The dog and the
owner play on the field" can naturally suggest concepts like
“promenade, funny moments, play and catch game" that cannot
be derived from TD. Only a semantic expansion of the text, with
the help of external knowledge, can complement the TD with
more information. A semantic expansion of the NMF metho-
dology has been proposed by Shi et al. (2018). The authors add
the context of each word via word embedding directly in the
Non-Negative Matrix Factorization. Their proposed algorithm
“Semantic aware Non-Negative Matrix Factorization" (SeaNMF)
is suggested as a technique to successfully deal with short texts.
However, the construction of a good embedding dataset, context-
aware for all possible short texts (tweets are a good example) is
still an open question, and the authors do not suggest how to
create this sample. One tool for semantic expansion is Word2vec:
this tool (Mikolov et al., 2013) uses a large corpus, like Wikipedia,
to create semantic relationships among words that take the form
of a dense vector space. Each word is mapped to a relatively short
vector (100:300 components), and semantically similar words are
represented by close points in this multidimensional space. The
tool can be used to complement each word with synonyms and
similar words with a most similar query.

Dataset preparation. Creating a corpora on Twitter is a relatively
simple task, a user needs only to select one or more words and use
them as filters to search and extract relevant tweets. The choice of the
search keywords is fundamental, popular and frequent words tend to
create mixed topics, specialized words often refer to pure topics.

In this work we started by selecting 20 company names (see
Table 1), chosen to be popular in their sectors (automotive,

Table 1 The list of companies with sector and number of
tweets that we used as corpora source.

Name Sector ntweets

FIAT automotive 9558
DEUTSCHEBANK banking and finance 709
VODAFONEUK telecommunication 126556
JPMORGAN banking and finance 22434
MONSANTOCO chemical 20094
ENI oil and gas 54030
BP_PLC oil and gas 2945
MELEGATTI food 8987
KELLOGGSUS food 20671
MONCLER clothing 36879
BANCA_MPS banking and finance 1093
VW automotive 27909
TIM_OFFICIAL telecommunication 77837
NOKIA telecommunication systems 12163
BAYER chemical 4633
BARILLA food 42737
ROCHE pharma 2445
RBS banking and finance 215
SHELL oil and gas 23513
MCDONALDS food 73779
SAMSUNG telecommunication systems 9433
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technology, oil and gas, research, telecommunication). The
advantages of using a database like this one is that each corpus
will be coherent with the narrative of a company and the relative
topic will be pure to some degree.

Tweets mentioning the companies are in the interval 2009-
2019 offering enough data to populate many topics but not too
many as the result of following the global Twitter stream for
years. Depending on the popularity of the companies the number
of the tweets per company can vary from few hundreds to more
than 30k: the corpus have different length and the tweets were
processed with tools from Natural Language Processing (NLP)
software packages (in particular the NLTK Python package). The
processing involves the following steps:

● Language identification. Each tweet has been classified by
its language using of a pre-trained machine learning
python library, named LangID, that is able to guess the
correct language with a high accuracy. For the sake of
simplicity in this work only tweets in English were
considered.

● Lower-casing and tokenization The package TwitterTo-
kenizer from the nltk library has been created to tokenize
the tweets while preserving special objects such as
emoticons. It is also able to recognize, and take care of
several mistakes (for instance it adds an extra space before
http to remove words containing the term “http" in it)

● Mentions and hashtags, links removal. Those special
objects were removed to use only the information of plain
English words.

● Stopwords removal. The most frequent and ordinary
words of the English language were removed via stopwords
removal.

● Punctuation removal. It is generally safe for short Tweets
to perform punctuation removal as it is unlikely that tweets
are made from more than a sentence. Punctuation removal
is simplified by the Twitter tokenizer of NLTK.

Further possible extra steps in the cleaning procedure are
available:

● Stemming and Lemmatization. This aggressive text
transformation transforms each word to the original root
lemma. For instance interesting, and interested become
interest. We skipped this step as, from experimentation the
short text of tweets will be affected too much by the
lemmatization.

● Very short text/word removal. In the case of tweets a
simple noise filtering procedure can be done by filtering
tweets that have less than 2 words and/or removing the
words that are shorter of than 3 characters and are not
stopwords. The importance of short tweets, containing only
words like “go" for topic detection is negligible.

● Retweet and duplication removal. In this case to avoid
duplicates we should remove the “rt" (acronym for retweet)
leaving only the original content if available.

Non-Negative Matrix Factorization and the consensus clus-
tering. A popular technique for topic detection TD of the Twitter
corpora is the Non-Negative Matrix Factorization (NMF or
NNMF) (Sra et al., 2006) that is a special decomposition of a
matrix representing words and documents, in components with
lower rank. Let be W a matrix of nxm that, in the domain of text
analysis, represents a tf-idf matrix where n is the number of
documents and m is the corresponding size of the dictionary
(the set of all distinct words present in the document). Usually
W is a sparse and large matrix, to be decomposed in two matrix

V and H, with the former being the document-topic matrix and
the latter representing the topic-words matrix.

We can write:

Wn´m ¼ Vn ´ l � Hl ´m ð1Þ
where l, the number of topics can be much lower than m (the size
of the dictionary). For each topic in H are associated the
frequencies of the m words in the dictionary.

To solve the equation (1) a recursive technique based on the
following Frobenius norm:

k W � V � Hk2l ¼ 0

V ≥ 0

H ≥ 0

ð2Þ

usually the norm takes the form of a squared error function or a
Kullback-Leibler divergence (Kullback et al., 1951) and the
solution can require some sort of regularization to fight numerical
instability. In fact the NMF algorithm can be tuned with the
choice of two parameters 0 < l1 < 1 and α where the first is a
regularization parameter that controls the metric used in the
numeric solver (it can be L1 or L2, absolute value of square
penalization); α is a multiplicative constant.

Finally from the recovered topic-words matrix H we can select
per each of the l rows (the topics) a subset of words m* <m
according to their weights, and use it to represent the m* most
important words of each topic.

While the NMF methodology is well established in literature,
and it is considered a good method for short texts, the dimension
l (number of topics) remains a parameter that must be estimated
with care. There is no clear indication of the optimal number of
topics, and the typical approach relies in direct explorations with
several values of l. An interesting criteria for finding the optimal
solution is a check of the stability of the m* most important
words selected per topic by the algorithm: the optimal choice of
the parameter l arises when the most important words per topic
tend to remain stable when varying the regularization parameters.

To assess the stability of the words representing each topic we
highlighted here the importance of a widely used statistical
technique: the consensus clustering (also known as consensus
matrix) (Strehl et al., 2003) that introduces a way of studying the
persistence of elements in clusters when external regularization
parameters vary.

The idea behind the consensus clustering is that, repeating the
clustering operation many times with varying NMF regularization
parameters, the words that will stay most of the time in the same
cluster are likely to be the correct cluster members.

Let be l the number of topics for n tweets (our documents) with
usually l < < n. During each of the k NMF decompositions with
varying parameters α and l1 let be hij, j= 1, . . . , k the words
defining a recovered topic i. We compute the consensus matrix
C(l, ) of l topics and k runs in the following way:

CðlÞ ¼ KijðlÞ if i≠ j

k if i ¼ j

�
ð3Þ

where Kij(l) ≤ k is the number of co-occurrences of the pair
formed by the word hs(k) and the word ht(k) in all the k runs of
the NMF decompositions when the regularization parameters are
varied for fixed l. In other words the consensus matrix counts
how many times a pair of words is present in the same topic when
the regularization parameters of the NMF decomposition are
varied. We call the entries of the C matrix with the name hits.

The consensus matrix will show higher entries for those words
that appear more frequently together in the same topic.
Clustering the consensus matrix can be used as a filtering tool
for topics, saving only the most stable words that stay in a topic.
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As the number of l topics is fixed in advance, a clustering study
on top of the matrix C is useful to recover a candidate number of
clusters l0. Comparing l and l0 to find a value l* to which both
numbers converge can indicate, in our hypothesis, a stability
region and a final optimal number of topics.

In other words we make use of the consensus matrix to find the
most stable clusters and discover the optimal number of stable
clusters; if the separation among topics is sufficiently stable then the
value l* for which l0 ¼ l is the optimal (i.e., stable) number of topics.

To avoid selecting by hand the optimal number of clusters in
the K matrix we use the HDBSCAN algorithm (Campello et al.,
2013; McInnes et al., 2017), a powerful clustering method that do
not ask for number of clusters (like K-means) and it requires, as
input parameter, the minimum number of members r in each
cluster. To be conservative we fix r= 2. Moreover the feature of
HDBSCAN of marking several points as noise is interesting too
given the noisy nature of the tweets.

To estimate the optimal number of topics that remain stable in
the consensus matrix we will use an iterative process described by
the following steps: (a) fix number of topics l and compute, using
NMF, the average consensus matrix K for a range of regulariza-
tion parameters α= 0. , 0.1, . . . , 1. and l1= 0. , 0.1, . . . , 1. (b) with
HDBSCAN recover a number of clusters l0 (c) insert back the
number l0 in the NMF computation and check again the
clustering of K with HDBSCAN.

When the value of number of topics/number of clusters

converges then l ¼ l0 ¼ l* we are in the most stable region of TD
and the number l* can be considered the optimal number.

Word Embedding as a topic enhancement method. Once we
found the best candidate for the number of topics we need a
technique to filter out the noise of the words that belong to the
discovered topics. One possible solution, especially useful with
short text, is improving the content of the original documents by
adding words (proper nouns, verbs, and adjectives) that have a
meaning similar to the original terms. For instance, we can
expand the word “cat" with “feline" or the word “dog" with
“animal". If we are able to add semantically similar terms to the
short tweets we can increase the overall text quality, and hope-
fully, make the TD more precise.

A technique to enrich the corpora with semantically similar
content refers to the Word2Vec algorithm that creates a word
embedding transformation of the documents (Mikolov et al.,
2013). The algorithm will create numeric vectors associated with
each term; similar words will be mapped by closer vectors. In the
word2vec representation the semantic similarity among words
like “cat" and “feline" is represented by a pair of adjacent vectors.

The idea we exploit in this paper is adding the most similar
words to proper nouns, verbs and adjectives by randomly
choosing a subset of tweets in each corpora and random words in
tweets. The enriched tweets will be represented by longer
sentences with more related words than the original ones.

To understand how the topics have been changed by semantic
enrichment we studied the distribution of term weights in the H
(topic-term) matrix when the new terms are added (we call the
addition of words “impurity"). The intuition is that, with more
semantic similar words, the relative frequency of the most
important, and stable, words will increase, making the topic
detection more precise. We will show later how this transforma-
tion will act on the most fundamental part of the TD procedure:
the mapping of terms and documents into the term-document
matrix (the tf-idf).

To prove our hypothesis on semantic enrichment we need first
to average the distributions of weights for the words’ topics

resulting from the NMF decomposition and iterative clustering
procedure.

While the matrix H(l, n) of the TD procedure is a topic-term
matrix, the consensus matrix is by construction a term-term
matrix . Let be C(i)= Kj(i), with j= 1, 2, . . . , n being the i-th row
of the consensus matrix. If we average by row the C matrix we
obtain the average hits of the consensus matrix:

pð�CmðsÞÞ ¼
1
m

∑
m

j¼1
CjðsÞ; j ¼ 1; :::;m ð4Þ

re-ordering the �CmðsÞ terms we get the hits distribution pð�KmðsÞÞ.
The pð�CmðsÞÞ distribution is controlling, with its shape, how much
a topic is well described by its words. Intuitively the most
frequent is a pair of words in a cluster the larger will be the
corresponding entry of the K matrix.

Computing the distribution of frequency of each word in a
cluster/topic we can study the importance of each word. If the
first words by frequency prevail over the others the topic will be
more pure: peaked distribution refer to purer topics. In practical
terms when a topic is well defined the words associated with it
will tend to have a larger weight in the matrix K. The primary
effect is that clusters on the consensus matrix are better separated.

In principle, we do not know the effect of semantic enrichment
but if this procedure will change the shape of the distribution
pð �CmðsÞÞ toward a more peaked distribution we can affirm that
the process of semantic enrichment increases the topic purity and
the overall quality of TD.

A further, and more intuitive explanation of the effects of the
semantic enhancement can be derived from the “tf-idf"
observation.The tf-idf formula is:

tf � idf ¼ tf ðt; dÞ ´ idf ðtÞ ð5Þ
where tf(t, d) is the frequency of the term t in the document d,
and

idf ðtÞ ¼ log
1þ n

1þ df ðtÞ þ 1

with df(t) defined as the number of documents containing the
word t. The idf term normalizes the importance of a word in a
document by its relevance in the entire corpus. Interestingly if we
set a minimum value for the inverse document frequency,
considering only the words t1, t2, . . . , tk that appear in at least
m >= 1 documents, we are filtering out those words that are
irrelevant to the entire corpus. Imposing a threshold on the idf is
a way to select a subset of words T that describe the document.

On the contrary if we extend the texts with more related words
we increase the size of T (the dictionary representing all unique
words of the corpus), we change the corresponding tf-idf, and by
consequence we also modify the distribution of rows/columns in
the consensus matrix C(i, j) If we compare the two cases with
different dictionaries T<T 0 before and after semantic enrichment
we will get different term-topic matrices. Since the original topic-
term H matrix varies according to the TD regularization
parameters of the NMF procedure we end considering the
consensus matrices K before and after enrichment.

To better explain the impact of a richer dictionary T 0>T on the
topic distribution we use the following procedure. From the main
corpus of tweets we extract n subcorpora c1, c2, . . . , cn each one
with short or long dictionaries.

● From a set of corpora c1, c2, . . . , cn each one with different
dictionaries compute the tf− idf with a given frequency
threshold d, idf(t) > d for the inverse document frequency
matrix. Each corpus is now described by a matrix
tf− idf(ck) of shape N ´M0 where N is the number of
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documents in the corpus, and M0<M the number of terms
after the reduction of the idf.

● Change T and associate to each corpus the number of
features (unique terms) recovered from the tf− idf.

● Compute the consensus matrix K(l) for the NMF for
different number of topics
l= 5, 10, 15, 20, 25, 30, 35, 40, 45, 50.

● Explore how the size of T changes the distribution of the
K(i, j; l) entries normalizing each time by the given number
of topics l. If the shape of the distribution is getting more
peaked less words will describe each topic, and they will
appear more frequently together.

we will study the (4) average distribution of words per different
levels of semantic enrichment and per different number of topics
l. If this distribution is getting more peaked when T is larger this
will prove that effect of the enrichment on the topics is a general
increase tool for topic quality (purity). Together with the stability
of the topics, their purity is the goal of this research.

In summary we explore the impact of semantic enrichment on
the consensus matrix using the distribution of its elements
normalized by the number of topics that were used to build this
matrix. If the distribution, after the semantic enrichment is
getting more peaked, we can interpret this result as a prove that
the enrichment is increasing the quality of the topics.

Results
A TD technique known as Non-Negative Matrix Factorization
NMF works on the document matrix by selecting a subset of
words that all together form the topics’ mixture attributed to each
document. As the initial number of topics is unknown, a meth-
odology called consensus clustering (Xanthopoulos, 2014) will
check for the most stable elements in each detected topic when a
perturbation of the NMF parameters creates many realizations of
the NMF factorization and therefore slightly different output
topics. This set of factor matrices, one per each NMF decom-
position, can be averaged to find the most stable configuration
(the consensus matrix), and this object is investigated by using
ordinary clustering techniques to recover the most stable sets of
words defining a topic. We found during the creation of the
consensus matrix (first part of the algorithm) and the clustering
procedure (second part of the algorithm) a convergent and
sometimes oscillatory behavior of the two operations. Depending
from the starting number of topics l the consensus matrix will
generate, via clustering, a different number l0 of stable clusters,
putting back l0 into the topic detection phase we will get after few
iterations a number l* that can eventually coincide with the initial
l, making this operation circular. In other cases the procedure
converges to an optimal number l″ that is the most stable and in
this sense the optimal number of topics. This finding is illustrated
in the next paragraphs.

The topic detection phase is also influenced by the semantics of
the documents. The richer the corpus are in terms of semantic the
more likely the topics will be optimally defined, in this case the
consensus matrix will be more stable and the clusters of words
(the topics) less overlapping. To change the stability of the
clusters and topics one can perform a semantic enrichment of the
corpus via injection of synonyms and close matching words using
the word embedding technique (word2vec algorithm).

Consensus clustering and iterative optimal cluster detection.
While there is no indication on the minimum number of topics,
the maximum number is clearly limited by the size of the corpus
and by its semantic richness. With the help of the iterative
algorithm described in the methods we plot how, for various
starting values of l number of topics (represented in the x axis),

we get a final value l0 (in the y axis). The pairs ðl; l0Þ will form for
all the corpus we analyzed (40 collections of tweets extracted
randomly from the corpus) a plot like the one in Fig. 1 (left). In
general larger corpora will have more topics (as expected), and
when the number of initial topics l is too large, the algorithm will
reduce that number going back to a lower value of l0. It is worth to
notice that the larger is a corpus the clearer is the pattern: the
behavior of the algorithm that selects the optimal region of sta-
bility for the TD indicated by an almost flat maximum in each
curve: the region where the l; l0 remain similar.

In several cases there is an oscillatory behavior where l an l0 if
used as starting number of topics will oscillate: the initial value of
number of topics will give a number of clusters l0 that, put back in
the topic detection phase will again produce l clusters in the
clustering procedure. Special values of l leading to oscillation are
shown in black triangles in Fig. 1 (left). Figure 2 illustrates the two
cases of convergence and oscillation.

We can speculate why we obtain this oscillatory solution
considering that solutions in nature does not have to be unique.
The consensus clustering with HDBSCAN on the matrix K has a
stability island at the value l0 and another at the value l″ where
there are well defined partitions of the words belonging to each
topic. In this situation several clusters split or join together,
maintaining a high degree of coherence. In depth the explanation
is as follows: the HDBSCAN procedure produces an l″ number of
clusters, that used as input for the NMF factorization create a new
consensus matrix where the HDSCAN is giving back l0 (the other
stable solution). This new value used as the basis of a new NMF
factorization will generate a matrix whose best solution for
HDBSCAN is again l″ creating a cycle. Words can be then safely
arranged into two relatively stable configurations. It is important
to notice that in case we select, as starting point a different
number l000 ≠ l00 ≠ l0 of topics for the NMF factorization the
procedure will converge to a unique, stable solution. As expressed
by Fig. 1 (right) exploring the initial number of topics will tend to
for a curve that for a sufficient large corpus saturates to a stable
value of optimal number of topics before dropping to a situation
where the number of unique words are not sufficient to cover the
extremely large number of selected initial topics.

If by chance the NMF procedure with a l0 number of clusters as
input produces a consensus matrix where the HDBSCAN
clustering is giving back l″, and again this l″ as NMF input will
produce l0 in the clustering phase, the two most table partitions of
the consensus matrix are indefinitely explored by the algorithm.
The stability of the two solutions is strong enough to deny the
convergence to a single optimal value. In theory if the consensus
matrix has more than 2 stable clustering configurations the
oscillations can involve more than two solutions, this will be
subject to a more in deep research work.

Corpus features distribution. A general result about the topics’
word composition can be obtained by checking the distribution of
C(i, j), the consensus matrix entries (the “hits"), for corpora
represented by different feature sets T (corpus dictionaries, i.e.,
unique words).

The results of the topic detection have been studied with the
help of the consensus matrix K checking the distribution of its
values (we call “hits" the elements of the matrix). Each entry of
the matrix represents the number of times a pair of words co-
occurred in the same topic. This analysis allows us to understand
that the richer is a corpus (larger set of features T) the more
peaked is the distribution of hits (4) where the hit defines the
occurrence of a word in a given topic during the consensus matrix
building. In simple words if a corpus is rich of words (it has a rich
semantic space) the average number of frequent and important
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terms that are needed to describe each topic is smaller, and the
words describing a topic are less overlapping with other topics.

We show the distribution of hits (normalized by the number of
topics of the original NMF decomposition) in Fig. 3. This
normalization will allow comparing the result of TD on the hits
distribution for a given corpus when we change the linguistic
variety (dictionary T). As expected, when the size of T is larger,
the distribution of hits p(t; l) on the same corpus but with two
different number of features (145 and 350 in this case) is
different: the more are features the more peaked is the hits
distribution.

We can expand this first result by computing the average value
of each hits distribution as in Fig. 3 with the dictionary size T
varying continuously in an interval. This time in Fig. 4 we show
that, when we have more features, we obtain more peaked hits

distribution. The interpretation of this phenomena is straightfor-
ward: the richer is a corpus the better the topics are defined, and
in the consensus matrix, the clusters of words appear to be less
overlapping. We can also say that, when a corpus is linguistically
more complete, the topics are easier to identify and become more
pure. This is in turn a clear indication of how the semantic
enrichment will act on the TD procedure.

Using Word Embedding for semantic enrichment. The proce-
dure we followed with word2vec for semantic enrichment is
described below. For a given number of topics l on the corpus:

Fig. 1 Number of topics (initial and final) in the iterative procedure of topic detection and clustering of the consensus matrix C. Each line represent a
different corpus, the larger is a corpus the higher usually is the number of topics. The black triangles illustrate the special values of the initial topics that
oscillate without converging to a fixed point. (right) The schema of the initial, final topic plot: the number of topics growths till a given level then drops for
lack of words to fill the individual topics. The highest level is the stability area of the topic partitioning. Each point of the curve in figure “1b” is the average of
the points corresponding to the same value of the “Initial number of topics" in figure “1a''.

Fig. 2 Recursive search of optimal topic number l* with the iterative
procedure from NMF topic detection and clustering in the consensus
matrix C(i, j). In the normal cases the procedure starts from an initial value
and converges to a fixed value l* (blue line), in others (red line) the number
of topics and clusters in the consensus matrix oscillates indefinitely.

Fig. 3 Distribution of the consensus matrix hits for two cases: a semantic
rich corpus represented by 350 features (red), and a poor corpus
represented by only 145 features (blue). The distribution of the hits has
been rescaled by the number of topics l in the interval 5-50 with steps of 5,
individual curves with fixed l appear as tiny lines in each distribution. The
effect of the semantic richness of a corpus is evident in the more peaked
distribution: the more a corpus is rich the less is the fraction of words
needed to describe a topic.
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● Extract random tweets from the corpus. Clean them from
hashtags, links and user mentions

● From each tweet extract random words w only from proper
nouns, verbs or adjectives

● Compute the most similar words W1, . . . ,Wk for each
extracted word w using a pre-trained word2vec model from
the English Wikipedia. We call impurity the fraction of
enriched words we added over the total words.

● Compute the average number of hits (average value of each
entry of the consensus matrix C(i, j; l) see (3)) given the
number of topics l

● Repeat this operation for N times changing the level of
impurity in the corpus.

The result of this procedure is shown in Fig. 5: each corpus is
identified by its number of features (dictionary) T and its values
are represented by lines in the picture. In the x axis we put the
impurity defined as the fraction of added words from the
word2vec semantic enrichment. In the y axis we report the
average number of hits that is simply the average of the entries of
the consensus matrix C(i, j; l).

We clearly see two related patterns: (a) increasing the impurity
we get a decreasing number of avg hits indicating a more peaked
hits distribution. The semantic enrichment has the effect of
making the topics more precise, with less words needed to
describe a topic (b) we already know that linguistically richer
corpora need less words to describe a topic (see also Fig. 4) as
they specialize more the subjects.

The effect of semantic enrichment is then a transformation of
the corpus toward a situation where the topics are better defined
by fewer words or, as a result of this distribution shrinkage, the
topics are formed by words that have a smaller overlap (i.e., the
clusters are more separated).

We present here in Table 2 a sample of the topics extracted
when specifically dealing with the “Volkswagen" corpus with the
words from the first run of clustering in the consensus matrix,
and after 20 runs. Note the excellent word stability of the topics.

Conclusions
In this work, we explored several aspects behind the Topic
detection methodology. Getting the correct number and com-
position of topics out of a text has proved to be a difficult task,
especially for unsupervised techniques on short texts. In fact
topics recovered from short text such as tweets tends to be noisy
while the optimal number of topics, that summarize the docu-
ments, remains undefined.

The TD procedure must deal with the search of this optimal
number of topics, or at least define a reasonable interval for this
number. Using clustering on the consensus matrix and the NMF
factorization with an iterative procedure we were able to find an
optimal number of topics that must be seen as the most stable
partition of the consensus matrix or, in simpler words the steady
set of terms that remains in each topic.

Interestingly, in the iterative procedure we found a resonance
phenomena: for several values of l* (the initial number of topics)
the algorithm leads to a number of clusters l of the K matrix

Fig. 4 Average number of hits in the consensus matrix in function of the
size of the tf-idf corpora features (number of unique words). Richer
corpora shows smaller average hits indicating a more peaked distribution
for each topic.

Fig. 5 Semantic enrichment (via word2vec) and average hits on the
consensus matrix. Topic on larger and richer corpora are represented by
words that have an higher value in the consensus matrix. In all cases the
semantic enrichment is sufficient to enhance the quality of the words
describing a topic.

Table 2 Example of words extracted from the consensus
matrix clustering at the beginning, and after 20 steps.

Words_run1 Words_run20

Cluster

–1 go, experience, bought,
look, design ...

bus, much, even, cool, tweet,
cars ...

0 volkswagen, force, game,
super, show

volkswagen, force, game, super,
show, tv, bowl

1 chattanooga, ads, new,
brand, plant

chattanooga, ads, new, brand,
plant, 2015

2 way, wow, favorite favorite, brand
3 diesel, pretty,car diesel, pretty, car,jetta
4 hybrid, test, coming, say,

diesel
hybrid, test, coming

5 find, take, 2015 find, take, 2015, new, car
6 tomorrow, made, fuel, nice,

dealer, ...
tomorrow, made, fuel, dealer,
mpg, ...

7 makes, well, oh, always makes, well, oh, always, vw
8 chance, work chance, work
9 congrats, 5, 2011 congrats, 5, 2011, ‘win,’car
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number that, once inserted back in the NMF factorization, it will
give back the initial value l* in an endless cycle. This phenomena
is due to the presence of two stable solutions in the clustering
partitioning of the consensus matrix and it needs to be investi-
gated in a more detailed study as it is present both in large and
small corpora.

Once the optimal number of topics has been determined, we
can improve how each topic is described by its components
words. The optimal topics situation is when each group of words
describing a topic has little overlap with the others topics, and its
words belongs to specific arguments. One efficient way to
improve the purity of topics is by semantic enrichment using
word2vec or similar tools. The richer is a corpus the more pure
and non-overlapping will be the topics.

The research on unsupervised topic detection is relatively
young and more has to be done to understand how to improve
the quality of the recovered subjects. One step in this direction is
the semantic expansion of the text, however, to which limit
extend a text without altering too much the composition of topics
till a level that the original meaning will be lost is an open
question worth of investigating. Again the complexity of the
techniques of TD, the many factors related to the initial NLP
procedures, and the vagueness of the concept of “noise" in the
domain of text analysis make these studies a challenging field.

Data availability
The datasets generated during and/or analyzed during the current
study are available from the corresponding author on reasonable
request.
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