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Analyzing the past, improving the future: a
multiscale opinion tracking model for optimizing
business performance
Salman Sigari 1✉ & Amir. H. Gandomi2✉

The complexity of business decision-making has increased over the years. It is essential for

managers to gain a confident understanding of their business environments in order to make

successful decisions. With the growth of opinion-rich web resources such as social media,

discussion forums, review sites, news corpora, and blogs available on the internet, product

and service reviews have become an essential source of information. In a data-driven world,

they will improve services and operational insights to achieve real business benefits and help

enterprises remain competitive. Despite the prevalence of textual data, few studies have

demonstrated the effectiveness of real-time text mining and reporting tools in firms and

organizations. To address this aspect of decision-making, we have developed and evaluated

an unsupervised learning system to automatically extract and classify topics and their

emotion score in text streams. Data were collected from commercial websites, open-access

databases, and social networks to train the model. In the experiment, the polarity score was

quantified at four different levels: word, sentence, paragraph, and the entire text using Latent

Dirichlet Allocation (LDA). Using subjective data mining, we demonstrate how to extract,

summarize, and track various aspects of information from the Web and help traditional

information retrieval (IR) systems to capture more information. An opinion tracking system

presented by our model extracts subjective information, classifies them, and tracks opinions

by utilizing location, time, and reviewers’ positions. Using the online-offline data collection

technique, we can update the library topic in real-time to provide users with a market opinion

tracker. For marketing or economic research, this approach may be useful. In the experiment,

the new model is applied to a case study to demonstrate how the business process improves.
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Introduction

As information continues to grow, firms are changing their
strategies to grow their market share. Managers and lea-
ders formulate their strategies based on all the competitive

tactics and operational measures. Developing sustained leadership
requires understanding all external and internal information
(news, media, and social networks), listening to the internal
context (internal surveys, career websites, and social networks),
analyzing and summarizing information, and communicating the
results effectively (Zhang et al., 2019). The emergence of social
media has given online users a place for expressing and sharing
their thoughts and opinions on different topics and events. In the
market and e-commerce, understanding the role of social media,
news, and customer reviews is becoming increasingly critical
(Quach et al., 2020). Companies and service providers monitor
user responses to their products and services on social media
platforms such as Twitter, LinkedIn, Facebook, YouTube videos,
and news sites.

Discussions about current issues, complaints, and sentiments
on the Internet are an excellent source of information. Devel-
oping knowledge from extracted data (mostly unstructured) has
been shown to have a significant effect on sales and consumer
decision-making (Shen et al., 2019). Unlike structured data,
unstructured texts, audios, and videos are complex and difficult to
analyze. Salloum et al. (2018) have demonstrated the importance
of developing existing, efficient, and appropriate methods for
mining heterogeneous datasets. Businesses and service providers
often lack the knowledge and time to determine if their choice of
competing products from numerous websites is the right one.
Hertrich et al. (2020) and Jang et al. (2016) offered an approach
to identifying metaphors and topics at the sentence-level by tar-
geting sentences, surrounding contexts, emotions, and cognitive
words. The proposed model showed a significant improvement in
detecting metaphors with over-classification.

However, recent cognitive neuroscience studies dispute the idea
that explanatory and communicative practices can be explained
purely in terms of mental structures without reference to emotional
factors. Qualitative content analysis is commonly used in sociology
to analyze interview transcripts, online news, open-ended survey
responses, newspapers, and social media text, whereas quantitative
and combined text analysis techniques are less common. Lauter
(2022) and Ignatow (2016) believe that there is a lack of social
science research on the benefits of analyzing large corpora of text
with artificial intelligence. In addition, applying linguistic theories
to the problem of modeling intersubjective information construc-
tion has proven insufficient. Lakoff (2012) argues that formal
language models are highly artificial and do not address emotions
or perceptions. Language is fundamentally influenced by embodied
cognition, which is problematic. Kobayashi et al. (2018) and Zhang
et al. (2019) described how text mining can allow the testing of
existing or new research questions with rich, context-rich, and
ecologically valid data.

To collect and analyze these volumes of heterogeneous, largely
unstructured data, multiscale modeling and automation are
necessary. Additionally, that modeling will help reduce uncer-
tainty about information, products, and services. In order to
accomplish this task, data must be classified automatically in real-
time as positive, negative, or neutral. The characteristics and
irregular structure of social media content have posed some
challenges to Natural Language Processing (NLP). In this study,
we attempted to address some of these issues, including pre-
senting a competitive intelligence (CI) process that integrates
information from a strategic perspective to monitor the market
environment and to predict customer behavior. An in-depth
analysis of previous work on online text mining for market

prediction has been conducted, providing an insight into today’s
cutting-edge research and future directions.

The following contributions are made as a result of the work:

1. We have provided a brief overview of the relevant economic
and information technology concepts. We have also
provided an explanation of their relationship with the
solutions to the problem that are currently being proposed.

2. In order to be able to study cutting-edge research for this
project, we reviewed recent significant published literature.

3. An online data collection and classification method is
described, along with the reasons why it can be used to
create business intelligence (BI) analysis for strategic
decision-making by detecting and extracting subjective
information from human-generated comments, feedback,
and suggestions.

4. Here, we present our findings as well as the proposed
feature engineering process, outlining how data have been
transformed into knowledge.

5. Lastly, we conclude by discussing our findings and potential
future research directions.

Literature review
Background. Information can be extracted from text using sta-
tistical analysis, computational linguistics, and machine-learning
techniques. The human-generated text can be converted into
meaningful information and summaries to support businesses in
making evidence-based decisions (Zhang et al., 2019; Salloum
et al., 2018). Despite the fact that web archives contain a wealth
of information and knowledge resources (Costa et al., 2017),
their increasing number of texts and increasing level of noise
make them difficult to analyze and extract information (Zhang
et al., 2019; Gajzler, 2010). Shen et al. (2019) merged machine
learning and natural language processing in order to predict
return the on investment (ROI). Their model accurately pre-
dicted the relationship between script features and movie success
with 90% accuracy.

Human behavioral coding. It is possible to combine automatic
sentiment analysis with human coding. For purposes of demon-
strating the effectiveness of human coding, Bail (2012) examined
media discourses and civil society organizations related to Islam
after September 2001. From large text collections of sentiment
human coding, we can capture behavioral, cultural, and con-
textual nuances. We cannot accomplish this through manual
categorization followed by training the algorithm to categorize the
remaining documents using supervised learning techniques
(Idalski Carcon et al., 2019). The method must construct a
training set and a learning model in which well-defined rela-
tionships between categories and features validate the outputs and
classify the remaining documents. It was explained by Grimmer
and Stewart (2013) how supervised methods are used to deter-
mine the labels of documents. First, they create a training set
based on features and categories in the training set, and then they
apply the learning method to infer the labels for the test set
(Grimmer and Stewart, 2013). Using supervised learning models,
researchers can construct conceptually coherent models, measure
the models’ performance, and then utilize statistical methods to
validate their predictions. There have been several scientific
applications of supervised learning methods to sentiment analy-
sis, including those presented by Nakov et al. (2019), Soleymani
et al. (2017), and Cambria (2016).
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Behavioral-economics. According to cognitive and behavioral
economists, price is not a measure of costs of production, but
rather it is a measure of perceived value. In spite of this, the
media are not only focused on reporting on the status of the
market, but are also able to actively affect market dynamics
through their coverage (Wisniewski and Lambe, 2013; Robertson
et al., 2006). Individuals interpret information differently, and
market participants are affected by cognitive biases such as
overconfidence, overreaction, representative bias, and informa-
tion bias (Friesen and Weller, 2006). Research on behavioral
finance and investor sentiment suggests that investors’ behavior
can be influenced by whether they feel optimistic (bullish) or
pessimistic (bearish) about future market valuations (Shankar
et al., 2019; Bollen et al 2011).

Social network text mining techniques. Greco and Polli (2020)
and Cui et al. (2011) examine Twitter text mining by analyzing
emotional tokens. They explained how emotion tokens could be
extracted from the message, plotted different polarities, and then
the algorithm classified those emotions as negative, positive, and
neutral. Kowshalya and Valarmathi (2018) found that Cui et al.
(2011)‘s approach was insufficient in terms of sentiment analysis,
lacked emotional representation, and required more time. Hasan
et al. (2019) claimed their algorithm, which utilizes the sliding
window kappa statistic for constantly changing data streams,
classified real-time tweet streams, and performed sentiment
analysis. Normally, a real-time Twitter stream is unbalanced, but
the study utilized balanced data, not a stream in real-time.

According to Wang et al. (2022), real social networks are highly
heterogeneous and sophisticated. In many practical problems, it is
unrealistic to assume that individual contributions are distributed
uniformly. It is the key leader who promotes consensus among
members of an organization or a decision-maker. Therefore, their
followers respond to their decision. A leader-follower consensus
system is used by Xiao et al. (2020) to investigate how key leaders
drive network segregation. However, previous studies have failed
to take into account the heterogeneous nature of real networks.

Ye and Wu (2010) demonstrate how to identify popular tweets
by considering different social influences and their effects, such as
stability, correlations, and assessments. However, the polarity of
the influence was not explained. Araque et al. (2019) demonstrate
how supervised learning algorithms can be used to determine or
change sentiment-related attributes when lexicons are generated
from scratch. Nagy and Stamberger (2012) analyzed informative
messages delivered by crowds during disasters and crises using
classification-driven methods, while Montejo-Dridi and Recupero
(2019) utilized social media frames to extract meaningful
sentiment analysis features in order to generate more accurate
sentiment analysis models. Montejo-Raez et al. (2012) presented
an unsupervised method of determining polarity. This method is
based on a random walk algorithm. SentiWordNet’s polarity
score is summed and the results are compared to the performance
of Support Vector Machine (SVM).

Ortega et al. (2013) implemented a multilayer model with
three stages: preprocessing, polarity detection based on Senti-
WordNet and WordNet, and rule-based classification. Bravo-
Marquez et al. (2013) demonstrated how to improve classification
accuracy by combining techniques for opinion strength, emotion,
and polarity prediction. Furthermore, Natarajan et al. (2020)
used a collaborative filtering model for predicting sentiment on
Twitter as a solution for a data sparsity problem. To support
multilingual datasets, Liu et al. (2019) applied minimal linguistic
processing to sentiment analysis. Despite the advantages and
limitations of the techniques mentioned above, a comprehensive
model can overcome these limitations.

Polarity mining. The terms emotion mining, sentiment mining,
attitude mining, and subjectivity mining refer to methods for
extracting and analyzing opinions expressed in text reviews,
which are usually unstructured and heterogeneous for products,
organizations, individuals, and events. The information can be
utilized by search engines to synthesize and analyze product
reputations (Nithyashree and Nirmala, 2020; Rambocas and
Pacheco, 2018; Kunal et al., 2018; Penubaka, 2018; Mini, 2017).
The majority of web blogs, discussion forums, and newspaper
columns containing many opinions do not provide systematic
organization of information based on such opinions. Further-
more, some review sites may not provide star ratings or scale
ratings, and some users may misunderstand what a rating means.
There are three levels of sentiment analysis: document-level,
sentence-level, and aspect-level. A document’s polarity score is
explained by document-level techniques. In contrast to
document-level techniques, sentence-level techniques distinguish
subjective sentences from objective ones and assign each a
polarity score. Polarities are calculated by using aspect-based
techniques. In aspect-based techniques, all sentiments in a
document are identified, as well as the aspects of the entity that
each sentiment refers to. Client reviews generally contain opi-
nions concerning various aspects of a product or service. This
method allows the vendor to acquire valuable information from
several aspects of that specific product or service that would
otherwise be lost if the sentiment were only categorized in terms
of polarity (Salloum et al., 2018). To avoid further complexity in
polarity mining, it is also necessary to remove any noise from the
raw data, including page numbers, URLs, and messed-up tables.
Both consumers and businesses can benefit from polarity mining.
Polarity mining enables consumers to make better decisions
regarding what products and services to purchase as well as
businesses and organizations to make more informed strategic
decisions. Polarity Mining can be divided into supervised and
unsupervised techniques. In the supervised method, polarity
mining is treated as a classification problem, while in the
knowledge-rich unsupervised method, it is based on external
knowledge resources beyond the raw data. Unlike supervised
approaches, unsupervised approaches extract words or phrases
from the text that express semantic orientation, and then deter-
mine the polarities of these words or phrases. The polarity of a
text is determined by aggregating the polarities of individual
words or phrases.

Liebrecht et al. (2019) demonstrated the different effects of
positive and negative messages. In a study of online consumer
reviews, Purnawirawan et al. (2015) analyzed online consumer
reviews and found that consumers who read neutral reviews
are more likely to be negative than those who read positive
reviews. Despite these concerns, there has not been enough
research done on how negative reviews can be shifted into
positive ones over time.

Methodology: algorithms and problem formulation
To train a classic machine-learning model for product recom-
mendation, most research combines similarity and sentiment
scores over certain features. Based on the frequency of keywords
that are mined in the other models, opinions are retrieved as
words, phrases, or entire documents (Fig. 1) (Da’u et al., 2020;
Kobayashi et al., 2018; Jang et al., 2016; Purnawirawan et al.,
2015; Montejo-Raez et al., 2012; Lakof, 2012).

The real-time decision-support model we propose combines
cognitive intelligence with NLP concepts. It also provides busi-
ness decision-makers with a better awareness of destructive
subjects by turning online resources and social media into real-
time productivity, and it purifies unstructured text data into
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subjective knowledge. The proposed cognitive-based decision-
support algorithm is represented in section “Proposed algorithm”.

Moreover, in this experiment, the proposed algorithm has been
collecting data from all online sources for more than 2 years,
while updating the data-lake every month. This case study pro-
poses a model capable of understanding data types, performing
optimal feature engineering to eliminate data redundancy by
finding highly correlated features at an early stage, and then
transforming those features into tables. Analysts and end users
can learn from extracted topics, apply that learning, and monitor
improvements in real-time as textual data is continuously gath-
ered through the analytics algorithm.

Methodology for collecting and preprocessing text. Modeling a
business involves defining the data collection process and deter-
mining the most relevant data sources. Data sources may include
news websites, blogs and forums, official websites, corporate
documents (such as reports, internal surveys, and earnings calls
transcripts), personal text (such as chats, emails, SMS messages,
and tweets), as well as open-ended survey responses. By using
web APIs (application programming interfaces) or scraping (such
as automatic extraction of web page content), text data are col-
lected from websites.

The next step to improving data quality and validity is
segmenting texts and cleaning text data. Keep only relevant text
elements (Indurkhya et al., 2010) and remove unimportant
characters (such as extra spaces and formatting tags), text
segmentation, lowercase conversion, and word stemming. Pre-
positions and conjunctions (such as all, and, the, of, for)
contribute minimally to the meaning of the text. It unifies
semantically similar terms (for example, “acceptance,” “accept-
ing,” and “accepted” become “accept”). These techniques also
reduce the vocabulary size.

To convert the text into a matrix format, the text needs to be
transformed into mathematical structures, where rows represent
documents and columns represent variables (features). The
matrix is referred to as the ‘document-by-term matrix’, and its
values correspond to the “weights” of the words in the document
(Venkatraman et al., 2020). In terms of categorizing or classifying
documents, the frequency of words alone does not provide very
useful information (Kobayashi et al., 2018). To avoid the
inclusion of words that have little discriminatory power, each
word can be assigned a weight based on its specificity to a few
documents within a corpus (Lan et al., 2008). The raw frequency
of a word is usually multiplied by the inverse document frequency
(IDF), allowing the importance and specificity of a word to be
taken into account simultaneously (Zhu et al., 2019).

Text mining for service experience. Cognitive decision-support
systems (CDSS) have been recognized as an essential component
of the research and development of BI. Management can make
better decisions by utilizing cognitive processes, such as intelli-
gence and perception, as well as leveraging experience to the

fullest extent possible. Situation awareness (SA) and mental
models are two of these cognitive factors that are considered vital
for making an informed decision. This is especially true in
dynamic, ill-structured decision situations with uncertainties,
time constraints, and high stakes involved. In this study, we
propose a model for generating BI through the use of human-
generated reviews and news. Its success depends directly on the
model’s ability to detect and extract subjective information from
human-written reviews and news articles. Prior to making a
recommendation, this model evaluates the texts and their features
for richness.

Proposed algorithm. Our primary goal is to develop a model for
an online intelligence decision-support system that combines
artificial intelligence, text mining, and competitive intelligence in
an effort to assist business leaders in improving their businesses
by analyzing opinions, surveys, and feedback from customers.
Several classic text mining and information extraction studies
have been taken into account in this study, integrating machine
learning and multiscale modeling and making some recommen-
dations for practical applications (Giordano et al., 2021; Ren et al.,
2021; Alber et al., 2019; Kumar et al., 2019; Dong et al., 2016).

To give readers a better understanding of how the algorithm
works, Fig. 2 shows the pseudocode version. This algorithm uses
textual data as input. The data pipeline automatically identifies
the most relevant data sources and preprocess text corpora. A
customized text cleaning process is undertaken by keeping only
relevant text elements and removing unimportant characters,
lemmatization, and segmenting the text into words, sentences,
and paragraphs. The classification phase involves assigning the
appropriate topics to each review, validating the topic, and
calculating sentiment scores for the review, each paragraph of the
review, and each sentence of the review. In the next step, the
algorithm calculates the most accurate sentiment score for the
topic. Finally, return the top-N topics with a weighted sentiment
score for each class.

In order to assign an accurate sentiment score to extracted
topics from the corpus, the algorithm aggregates topic modeling
and sentiment scores at the service level. At the review level,
distinct sentiment scores are assigned to paragraphed and

Fig. 2 A detailed algorithm for the proposed model is outlined, which
aggregates topic modeling and sentiment scores at the service level to
assign a sentiment score to extracted topics. Separate sentiment scores
are assigned to paragraphed and sentence topics. In the end, the topic is
given a weighted sentiment.

Fig. 1 A traditional decision-support system (DSS) is a computerized
application that helps businesses make business decisions, make
judgments, and plan actions. Data collected by an automated data-
processing system can be used to solve problems and guide decision-
making.
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sentence topics. The last step is to assign a weighted sentiment to
the topic (see section “Text to structured data”).

Results and discussion
Datasets. We were primarily focused on news and reviews of online
business services. The data had been collected for over 2 years. By
combining text mining and natural language processing with
advanced feature engineering in the early stages, we can determine
the reviewer’s location (city, state, and country), occupation, and
length of employment, which enables us to create customized fea-
tures such as employment-location and location-topics. In social
media applications and websites, full-text, date and time of entry,
number of likes and shares, and impressions are all retrieved. For
news, it extracts the full-text, publication date, and the source.
Statistical information about the dataset is shown in Table 1.

Collect textual data. The collection of diverse and large amounts
of relevant data is an essential component of decision-support
systems (Roh et al., 2019). However, ideal datasets that reflect all
subtypes of the study condition are expensive and often
impractical to obtain (Farzaneh et al., 2021). This model inte-
grates online and offline data. This textual data is collected
automatically from external sources as well as internal sources
such as emails, surveys, quarterly reports, earnings calls, and
internal multimedia.

Text to structured data. Text may be processed in a variety of
formats, including JSON, XML, PDF, MS Word, and HTML. By
developing advanced feature engineering techniques and inte-
grating them with NLP techniques, we were able to achieve the
highest level of data granularity for our competitive intelligence
analysis. A combination of named entity recognition (NER), n-
grams, and part-of-speech tagging techniques has been used to
extract names and locations. This algorithm continuously pro-
ceeds to data preparation and information processing. To further
enrich the dataset, a polarity score has also been added.

Ti (Fig. 4) indicates how frequently each topic is associated
with positive, negative, or neutral sentiment based on the
opinions expressed in reviews of the whole corpus. At the review
level, they are combined with the sentiment scores (S) to generate
a case of topics and modified sentiment scores. After text
cleaning, W would be the set of words as a full sentence in each
document:

W ¼ w1; w2; w3; ¼ ¼ ; wm

� �

The score is calculated as follows:

Compound sentiment score ¼ ∑
n

i¼1
∑
m

j¼1
STiWj

Transforming information into knowledge. Topic modeling
techniques can be used when dealing with large-scale documents
and interpreting latent topics. In terms of performance, the LDA
model is known to be the most successful (Jeong et al., 2019).
LDA is known as a generative probabilistic model. Using machine
learning, the system can determine the meaning of words from
large corpora of text in any discipline without making a critical
assumption about their meaning (Blei et al., 2003). Amado et al.
(2018) presented the results of marketing research using LDA-
based topic modeling in order to analyze trends in large datasets,
while Nie et al. (2017) demonstrated the results of design research
utilizing LDA-based topic modeling. LDA models divide the
corpus into partitions based on topics. The LDA model then uses
the TF-IDF values as input from the documents and the number
of topics specified by the user. It determines the probability that a
document is associated with a topic, resulting in a new vector
space model of LDA topics (Fig. 3) (Carrera-Trejo et al., 2015).

In our experiment, we considered two types of features: Bi-
gram features and LDA topic modeling. Using simplified NLP
and statistical techniques (Dong et al., 2016), from reviews as {R1,
R2, ..., RN}, we were able to extract modified collocations such as
adjectives followed by nouns (AN), or nouns followed by nouns
(NN), such as Service Delivery (Fig. 4).

Table 1 Statistics information about the dataset includes the number of original features in each category of data source, as well
as the number of optimal features after feature engineering.

Category Number of online reviews and news
articles

Number of original
features

Number of optimized features after feature
engineering

News 3310 6 14
Social networks 6960 13 24
Online business review
websites

2103 6 14

Surveys and emails 1988 5 17
Total 14,361

Fig. 3 LDA model (Carrera-Trejo et al., 2015). In the LDA, each document is represented based on its probability of belonging to a topic. Probability
distributions are generated based on n-grams (or syntactic n-grams) of the corpus. Topics determine the number of partitions in LDA.
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A successful learning and generalization process requires the
right feature set. The predictability of a classifier decreases as it
adds more dimensions or features to the training dataset (it is
known as the Curse of Dimensionality). The training dataset is
always a finite set of samples with discrete values, while the
prediction space may be infinite and continuous in all dimen-
sions. Adding features also incurs a cost. Highly correlated
features provide only limited benefit to a classifier, but they
require a lot of training and persistence time. Since machine
learning requires a great deal of CPU, memory, and elapsed time,
limiting the number of features that can be implemented makes a
great deal of sense.

Figure 5 illustrates a strong correlation between the modified
sentiment score and the weighted scores assigned to reviews by
the reviewers. Moreover, the location of the reviewer and the
source of the review (such as social networks and news websites)
are highly correlated.

Classification results. Classification reports are generated to
determine whether the model is capable of accurately determining
which topics are classified as true or false. A benchmark for future
quality assurance has been created by periodically evaluating the
model’s output with human supervision separately. The model will
be able to calculate precise accuracy scores from the classification in
the future. Tables 2 and 3 provide precision, recall, F-1 score, and
number of observations for the top ten positive and negative topics,
respectively. Development and evaluation of models should be
based on a range of criteria in addition to high predictive accuracy.
This advocacy of benchmarking does not mean that researchers
should overlook other criteria. The performance of some models
can be acceptable despite failing basic validity tests (Myung and Pitt,
2018). Furthermore, an increased emphasis on benchmarking may
potentially help undermine the tendency that complex models are

dismissed out of hand because of their complexity. Subjective fac-
tors play an important role in this process.

Compound sentiment. Tables 4 and 5 present the weighted
average sentiment score for the top 10 positive and negative
topics. Both tables have the same topics, indicating that this is the
most common weakness and strength after review.

Fig. 4 The proposed multiscale algorithm. Visualized the algorithm as shown in Fig. 2 integrated with LDA topic modeling, seen in Fig. 3, in order to
transform the text into informative and highly granular tables that may be presented via real-time BI tools and platforms.

Fig. 5 Correlations between properties are shown. Dark blue squares
indicate that properties on the x and y axes are more correlated. When both
features are added to the training data, higher correlation leads to a
possible negative impact on the classification model.
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From the data collected between January 2017 and March 2018,
the top 10 topics for both positive and negative issues were
identified. A live modeling process has been conducted for topics
since March 2018. In Figs. 6 and 7, we show the number of negative
and positive topics and their trends in each category before and
after using the model (red dotted line). Starting from January 2017,
there have only been topics with their sentiment scores across both
categories. However, as of March 2018, the model has presented the
accuracy scores for the topics to decision-makers for further
consideration. Over time, negative topics have decreased while
positive topics have increased. According to cognitive psychology
research, negative effects of words are perceived more strongly than
positive ones (Alves et al., 2017). Research suggests that negative
words are given more attention, evoke more emotions, influence
behavior, and are stored better and longer in the memory (Alves
et al., 2017; Lagerwerf et al., 2015). This means that the negativity
effect would moderate more slowly than the positive one, as shown
in Fig. 6.

Conclusions and future work
An end-to-end operational decision automation goes beyond
decision modeling and implementing decision logic. This helps
organizations deliver significant value to their shareholders and
measure performance on the basis of their business values and
key performance indicators (KPIs). Multiscale modeling was used
in this study for the purpose of proving how subjective infor-
mation extraction can improve short-term and long-term busi-
ness and service decisions. Despite extensive research in this area,
there is a need to link scholars’ findings with industry require-
ments. Prior studies have demonstrated that the strength of the
corpus can be measured by individual words. In the study, recent
research in text mining, natural language processing, and com-
petitive intelligence was analyzed as a way to increase the return
on investment. Normal sentiment analysis involves adding up the
sentiment scores associated with each of the words in the wordlist
(De Rijke et al., 2013). This study found that it is more beneficial
to investigate the effects of positive and negative topics in the text
corpus, in the form of N-grams (two-word compound expres-
sions) rather than referring to the meaning of single words, and
assigning a modified weighted sentiment score. Combinations of
words can impact the perception of a corpus and the strength of
an evaluation. Our studies confirm this theory.

Models are often evaluated by quantitative criteria such as
model plausibility, explanatory adequacy, or faithfulness to
existing literature (Myung and Pitt, 2018). Although this is an
open question, it is important to know how these criteria should
be applied to intelligent modeling. In general, we prefer a
configuration in which qualitative constraints should not be
considered in benchmark-based evaluation (i.e., model scores
should not be based upon a subjective evaluation of theoretical
elegance by a panel of judges).

Through the development of opinion mining and cognitive
intelligence, topic modeling and modified sentiment analysis
will be combined with advanced machine-learning techniques.
Therefore, business owners will be able to discern each
reviewer’s opinion separately, and understand the message
they are trying to convey. It can also be used for crowdsour-
cing during a run of an experiment in order to monitor both
short- and long-term outcomes to modify and improve it.
Through the conversion of textual resources and social media
into social productivity, it can have a positive impact on
business operations.

Table 4 Top 10 topics with a weighted negative score.

Topic Compound Sentiment Score

Service delivery –0.3422
Call center –0.3118
Customer service –0.3011
Product management –0.2332
Innovation solution –0.2109
Management team –0.0812
Action plan –0.0421
IT issues –0.03311
Service request –0.03007
Follow-up status –0.0149

Table 5 Top 10 topics with a weighted positive score.

Topic Compound sentiment score

Service delivery 0.4711
Proactive solution 0.4588
Management team 0.427
Innovative solution 0.3182
Follow-up status 0.2406
Delivery team 0.2263
Customer service 0.2011
Strategic plan 0.1779
Business goal 0.0911
Action plan 0.0313

Table 3 Classification accuracy of the top 10 positive topics.

Topic Precision Recall F-1 score Support

Service delivery 0.96 0.91 0.93 198
Proactive solution 0.91 0.93 0.92 193
Management team 0.91 0.93 0.92 177
Innovative solution 0.89 0.91 0.90 170
Follow-up status 0.94 0.90 0.92 143
Delivery team 0.88 0.82 0.85 121
Customer service 0.92 0.91 0.92 104
Strategic plan 0.95 0.93 0.94 101
Business goal 0.89 0.92 0.90 89
Action plan 0.96 0.92 0.94 68
Total 1364

Table 2 Classification accuracy of the top 10 negative topics.

Topic Precision Recall F-1 score Support

Service delivery 0.92 0.89 0.90 412
Call center 0.89 0.86 0.88 248
Customer service 0.91 0.89 0.90 213
Product management 0.87 0.89 0.88 181
Innovation solution 0.84 0.90 0.87 133
Management team 0.94 0.89 0.92 126
Action plan 0.94 0.91 0.92 107
IT issues 0.89 0.91 0.90 91
Service request 0.94 0.89 0.91 61
Follow-up status 0.92 0.89 0.90 48
Total 1620
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In future research, the effectiveness of the proposed model
needs to be re-evaluated over an extended period of time. Videos
and voice recordings obtained from YouTube, Tiktok, and call
centers provide rich sources of emotional information. This could
increase the model’s reliability and open up new possibilities for
discussion.

Data availability
Data generated and analyzed in this study are limitedly available
upon reasonable request from the corresponding author.
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