
ARTICLE

A lexicon-based approach to examine depression
detection in social media: the case of Twitter and
university community
Junyeop Cha1, Seoyun Kim1 & Eunil Park1,2✉

Globally, the number of people who suffer from depression is consistently increasing.

Because both detecting and addressing the early stage of depression is one of the strongest

factors for effective treatment, a number of scholars have attempted to examine how to

detect and address early-stage depression. Recent studies have been focusing on the use of

social media for depression detection where users express their thoughts and emotions

freely. With this trend, we examine two-step approaches for early-stage depression detec-

tion. First, we propose a depression post-classification model using multiple languages Twitter

datasets (Korean, English, and Japanese) to improve the applicability of the proposed model.

Moreover, we built a depression lexicon for each language, which mental health experts

verified. Then, we applied the proposed model to a more specific user group dataset, a

community of university students (Everytime), to examine whether the model can be

employed to address depression posts in more specific user groups. The classification results

present that the proposed model and approach can effectively detect depression posts of a

general user group (Twitter), as well as specific user group datasets. Moreover, the imple-

mented models and datasets are publicly available.
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Introduction

Mental illness has a significant prevalence and burden
globally. The World Health Organization (WHO)
reported that there has been a 13% increase in mental

illness patient occurrence in the recent decade. Among them, 2.8
billion people suffer from depression, one of the leading causes of
disability and a significant contributor to the global illness burden
(WHO, 2021a). In general, depression is defined as “a series of
mental health issues characterized by loss of interest and enjoy-
ment in everyday life, low mood, and selected emotional, cognitive,
physical, and behavioral symptoms” (Collo and Pich, 2018).

Depression can be diagnosed by medical history, physical
exam, lab tests, or psychological evaluation that answers ques-
tions about thoughts, emotions, and behavior. There are also
many effective treatments for depression. Depending on the
severity and pattern of depression, there are treatments such as
behavioral activation, cognitive behavioral therapy, interpersonal
psychotherapy, selective serotonin reuptake inhibitors, and tri-
cyclic antidepressants. Through the methods mentioned before,
depression can be diagnosed early, and early diagnosis is a critical
factor in depression treatment (Conus et al., 2014).

Although depression can be treated early and effectively at a
relatively low cost, the gap between those who can and cannot
receive such available treatments is still significant. Some people,
who suffer from depression, are not even aware of their condition
and the need for treatment. Regarding issue is proven by the fact
that only 4.6% of the world population suffer from depression,
43.3% of them do not take their symptoms seriously and do not
care to be treated professionally (Thornicroft et al., 2017). The
unawareness of depression treatment leads to failure of early
diagnosis and treatment that is related to a longer illness duration
and more relapses (Hunt and Eisenberg, 2010).

Several methods are proposed to help people who cannot
receive adequate diagnosis and treatment. The Mental Health
Gap Action Programme aims to improve services for mental,
neurological, and drug use disorder care in low- and middle-
income countries (WHO, 2021b). In addition, many simple
questionnaires are available online that allow you to diagnose
whether you are depressed or not without the help of experts.
However, as some people who suffer from depression do not want
to be disclosed (APA, 2021), the methods mentioned above are
insufficient to find depression patients in blind spots.

With such a trend, taking action for plenary depression diag-
nosis has become one of the momentous research topics. It
indicates that exploring new information sources for depression
diagnosis should also be highlighted (De Choudhury and De,
2014). As one of the potential information sources, scholars have
focused on social media, where users tend to be more straight-
forward and honest about their feelings and opinions. Moreover,
several users often share their mental health issues and seek
solutions to mental illness diagnoses and treatments (Shen and
Rudzicz, 2017).

These behaviors allow scholars to use social media as one of the
potential solutions in exploring both awareness and diagnosis of
depression symptoms. For instance, Kim et al. (2020) using social
media datasets is useful in detecting social media users’ emotional
statements and potential mental illness.

However, the majority of depression-related research using
social media has been conducted with an English dataset. It
means that addressing depression issues with low-resource lan-
guages can be more challenging (Shen et al., 2018). To combat the
language bias in the field, Bataineh et al. (2019) focused on Arabic
as their main language to find depressed users on social media.
Thus, we propose a deep learning framework that examines
whether it is possible to detect users’ depression from three dif-
ferent language datasets: English, Korean, and Japanese, in Study

1. Specifically, we attempt to address the following research
question (RQ):

● RQ 1: Can we examine whether a user’s post on social
media represents depression?

Related to our first RQ, there can be a doubt that the presented
classification approach is effective and useful for a specific user
group, such as a university community. Young adults who are
suffering from mental health issues significantly increased over
the last decade (Zhao et al., 2020), and the number of under-
graduate students who suffer from depression is consistently
increasing globally (IHME, 2021). Because of the emotional
dynamics of the younger generation, it is required to closely
examine the incidence of depressive symptoms in the younger
generation (Ochnik et al., 2021). According to the
Student Experience in the Research University (SERU) Con-
sortium survey, the COVID-19 pandemic has been reported to
have a negative impact especially on the mental health of
undergraduate students (Chirikov, 2020). Furthermore, it has
been shown that this kind of additional stress due to COVID-19
can degrade their learning experience (Kecojevic et al., 2020).
Undergraduate students are typically more vulnerable when
facing this kind of pandemic situation due to their lack of
resources to cope with it and experience high levels of stress,
anxiety, and depression. Thus, we wish to address the issue with
the following RQ in Study 2:

● RQ 2: Can we identify whether an undergraduate student’s
depression posts on his/her university community?

In this study, we developed a deep learning-based prediction
model for the early detection of high-risk groups of depression,
which is a major social problem worldwide, using social media
data. In addition, we confirmed the efficiency and usefulness of
the model, using an online community for university students to
predict high-risk groups for depression among university stu-
dents who have been greatly affected by COVID-19.

Related work
Identifying depression in social media. It has become a norm
for users to post their feelings and activities on social media. This
notion allows scholars to explore each user’s mental health issues
projected by their activities and behavior on social media, and
these actions can be a chance to capture their mental state or
conditions (Lee et al., 2020).

In accordance with such a trend, there has been a huge amount
of interest in detecting a user’s depression, based on several
information sources of social media (e.g., posts, images) through a
computational framework. Pirina and Çöltekin (2018) conducted
a series of experiments to examine depression Reddit post features
with a support vector machine (SVM) approach. Orabi et al.
(2018) attempted to classify the depression posts on Twitter
through text differences between control and depressed groups
with two bench-marking datasets, CLPsych2015 (Coppersmith
et al., 2015) and Bell Letters Talk datasets using both
convolutional neural network (CNN) and recurrent neural
network (RNN) models. Recently, Zogan et al. (2021) examined
an automatic depression detection task by fusing two asymmetric
parallel networks (user behavior and user post history network),
which are organized by CNN and gated recurrent units
model (GRU).

To facilitate computational approaches, some cornerstone
research has been presented. De Choudhury et al. (2013)
proposed and validated highly frequent depression-oriented
unigrams in Twitter with four themes: Symptoms, Disclosure,
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Treatment, and Relationships life. Tadesse et al. (2019) provided a
number of linguistic features (from sentimental analysis, LDA,
uni- and bi- grams), which allowed researchers to address users’
depressed attitudes on one of the topic-oriented social media
channels, Reddit.

It indicates that users’ contents on social media have a high
probability of containing distinctive markers and signals for
identifying users’mental health status and illnesses (e.g., depression).

Depression of undergraduate students. Due to the COVID-19
pandemic, which posed both restrictions on outdoor activities
and reductions in personal income, the prevalence of depression
has increased in a number of countries. In specific, many coun-
tries reported that the incidence rate of depression among young
generations is significantly greater than that of the general
population (OECD, 2021).

Thus, the prevalence of depression in young generations has
been recently highlighted as a social issue. Islam et al. (2020)
investigated the prevalence of depression and anxiety on 476
Bangladeshi undergraduate students through cross-sectional web-
based surveys. Based on the survey results, they found that the
symptoms of depression and anxiety of 392 and 389 students
appeared from mild to severe levels.

Ochnik et al. (2021) also conducted cross-national (Colombia,
the Czech Republic, Germany, Israel, Poland, Russia, Slovenia,
Turkey, and Ukraine) research about the mental health problems
of undergraduate students, including anxiety and depression,
during the COVID-19 pandemic. They found various risk factors
of depression for each country and argued that both social and
cultural backgrounds should be considered in addressing mental
health problems in the student population. Moreover, Zhao et al.
(2020) compared depression symptoms of 821 undergraduate
students in South Korea, China, and Japan, and found notable
mental health issues, which are crucially related to the COVID-19
pandemic, through online questionnaire items (Patient Health
Questionnaire-9).

Although prior studies showed significant implications in
undergraduate students’ depression with consideration of the
COVID-19 pandemic, the majority of the research has employed
survey-oriented approaches, which can be difficult to detect the
students’ depression. Moreover, only a limited amount of
attention has been presented to whether low-resource language
dictionaries, Korean and Japanese, can be useful for examining
depression detection with consideration of both common social
media users and undergraduate students. Thus, this paper
introduces and evaluates a framework for examining depression
detection using several depression dictionaries created from
English, Korean, and Japanese social media datasets.

Study 1: general depression classification model in social
media
The workflow and overview of Study 1 are presented in Fig. 1.
The data collection procedures and classification model are
examined in the following sections.

Data collection. To collect users’ posts on social media for
depression detection, we used the Twitter APIs (Application
Programming Interface). Twitter is a famous microblogging and
social networking service where users post tweets and interact
with messages. Twitter has 36 million active users, 500 million
tweets are sent per day and 51.8% of users are in the 18–34 and
28.4% are in the 35–49 years old age bracket (Finance Online,
2022). We adopted a community-based random sampling
approach (Zhang et al., 2019), which samples the posts from the
followers of the current user to collect random user’s posts. We

used Twitter sampled stream API, which crawls 1% of real-time
posts until retrieving 10,000 unique user accounts. User accounts’
language distribution of the top 10 languages on Twitter is shown
in Fig. 2. Then, we employed the accounts that had their main
language set in Korean, English, or Japanese. To collect more
randomized users, we crawled the collected user accounts’ fol-
lowers. Because the followers’ main language can differ from the
followed accounts, we conducted a main-language filtering pro-
cedure as follows. If a user’s one of five recent posts includes
English, Korean, or Japanese, we defined the user’s main language
as English, Korean, or Japanese, respectively. As a result, we
collected 31 thousand, 565 thousand, and 363 thousand users
whose main languages were Korean, English, or Japanese.

We conducted the user pre-processing procedure as follows.
First, we excluded user accounts that posted none or more than
20 posts per day. Moreover, we excluded user accounts that
present ‘moved to’ (Korean: , Japanese:

) as such accounts were no longer in use.
We also excluded accounts with specific hyperlinks in their
descriptions. After these procedures, we obtained about 14
thousand (Korean), 210 thousand (English), and 216 thousand
(Japanese) user accounts. Thus, we collected up to 100 recent
posts from each account and gathered 921 thousand (Korean), 10
million (English), and 15 million (Japanese) posts. All posts were
created between Jan. 2019 and Mar. 2021. We also conducted
preprocessing procedures on each post (i.e., removing email
address, url, and contents of non-selected languages).

Lexicon-based labeling. Because a lexicon-based approach is one
of the efficient ways to handle large-scale text datasets, several
scholars mainly employed it in addressing text-based tasks (e.g.,
sentimental analysis) (Mukhtar and Khan, 2020). Thus, we
employed this approach to explore whether each post can be
classified as a depression post. We also built multi-lingual
depression lexicon lists through three procedures: collection,
translation, and verification.

Lexicon collection. We reviewed three key prior studies that are
significantly related to the intersection between social media and
depression and collected core keywords for multilingual depres-
sion lexicon datasets (De Choudhury et al., 2013; Cheng et al.,
2016; McCosker and Gerrard, 2021). The keywords related to
depression, mainly proposed and introduced by prior research,
were selected. After excluding duplicated keywords, 69 keywords
remain as our lexicons. Then, because our lexicons were written
in English, we translated each keyword to Korean and Japanese,
respectively. We use Naver (PapagoLee et al., 2016), and Google
Translate API (https://translate.google.co.kr/). Then, the transla-
tion results were reviewed, verified, and revised by the following
procedures:

1. Three experts were asked to explore whether each keyword
is ‘correct (0)’, ‘not correct (1)’, or ‘need to
complement’ (2).

2. If the experts labeled a translated keyword as ‘not correct’
(1) or ‘need to complement’ (2), The experts were
instructed to revise the keyword.

3. The experts were requested to review whether the revised
keywords have the intended meaning.

For instance, because ‘stressed’ was translated as
(English: emphasized), the experts complimented it to

(English: stress out).

Lexicon verification. Because lexicon quality is one of the most
significant determinants in lexicon-based text analysis and
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evaluations (Madkar et al., 2021), we verified whether each key-
word in our lexicon dictionaries is mainly related to depression.
Two researchers, who possess a master’s degree in psychology,
evaluated whether each keyword is associated with depression
with a 5-point Likert scale (5: significantly relevant). Then, the
lexicons below 3 points were excluded. Table 1 shows our English,
Korean, and Japanese depression lexicon dictionaries, composed
of 31, 32, and 32 keywords, respectively.

Post Labeling. To label each post as depression or non-
depression, we employed part-of-speech (POS) tagging to the
posts and our depression lexicon dictionary. Because each
language has its unique linguistic characteristics (e.g., no
spacing in Japanese), we employed different POS taggers for
each language. We used Khaiii (https://github.com/kakao/

khaiii) (Kakao hangul analyzer) for Korean, the natural lan-
guage toolkit (NLTK) (https://www.nltk.org/) for English, and
fugashi for Japanese (McCann, 2020). After using POS taggers
on posts and depression lexicon dictionary, we kept the fol-
lowing POS:

● Korean: ‘NNG’, ‘NNB’, ‘VV’, ‘VA’, ‘XR’
● English: ‘NN’, ‘NNS’, ‘JJ’, ‘VB’, ‘VBG’, ‘VBN’, ‘RP’, ‘DT’,

‘IN’, ‘TO’
● Japanese: , ,

Then, we labeled each post as a depression class when it
included at least one depression lexicon.

Descriptive statistics. Based on these procedures, descriptive sta-
tistics of our final dataset are presented in Table 2.

Fig. 1 An workflow of data collection and architecture of the proposed CNN, BiLSTM, and BERT-based classification model.

Fig. 2 The main language distribution of 10,000 randomly collected users on Twitter.
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Sampling method. To combat the data imbalance issues of social
media datasets identified in prior depression research (Kim et al.,
2020; De Choudhury et al., 2013), suitable sampling techniques
are required to address these imbalance issues (Sharma and
Verbeke, 2020). Thus, we employed SMOTE and under-sampling
procedures (Shalizi and Rinaldo, 2013).

Depression post classification. For the classification of the
depression posts, we used three off-the-shelf baseline classifica-
tion models as follows:

● 1-D CNN: The employed CNN model is organized by a
number of layers, which include an embedding layer,
convolutional layer, max-pooling layer, fully connected
layers, and the output. The embedding layer, which is the
first layer of the model represents the word features of a
pre-processed post with 128 dimensions, and its weight is
initialized by the pre-trained word2vec. Second, the
convolutional layer with word embedding input consists
of 128 filters, while each filter has a size of four.
Furthermore, to avoid over-fitting problems, we used a
dropout. The next layer is a max-pooling layer with a size
of 128 that takes the maximum values from the CNN
filters. The output of the max-pooling layer is passed
through two fully connected layers. The final output is the
probability of the classification through the sigmoid
activation function, which ranges from 0 to 1. For training,
we used the binary cross-entropy loss function and Adam
optimizer.

● Bidirectional Long Short-Term Memory (BiLSTM): To
employ a bi-directional LSTM classification model, we
applied the same word-embedding procedures in the CNN
classification model. The model architecture is organized

by an embedding layer, BiLSTM layers, fully connected
layers, and the output. The first embedding layer is the
same as the CNN classification model. Second, the BiLSTM
layer with word embedding input consists of 64 units. The
following processes are the same as the CNN
classification model.

● Bidirectional Encoder Representations from Transformers
(BERT): To employ a BERT model, we adopted a different
built-in BERT tokenizer, and BERT model for each
language, respectively. We set the embedding dimension
as 768 and the extracted feature was sent to one fully
connected layer. We employed a cross-entropy loss
function and AdamW optimizer. We used three BERT
models, BERT for English, KoBERT (https://github.com/
SKTBrain/KoBERT) for Korean, and tohoku-BERT
(https://github.com/cl-tohoku/bert-japanese/tree/v1.0) for
Japanese.

All experiments were conducted on a single Tesla V100 PCIE
32 GB GPU and implemented in Python 3.6. For each
classification model, the overview of the employed architectures
is presented in Fig. 1. The detailed configurations are shown in
Supplementary Table A1.

Evaluation metrics. Three evaluation metrics are employed to
investigate whether our proposed models can classify the
depression classes well: precision, recall, and F1-score.

Result. Tables 3, 4 and 5 present the results of evaluation metrics.
The BERT-based classification model with under-sampling
methods reported the highest F1-score than the other baseline
models, owing to its context-dependent embedding. In the nor-
mal sampling, however, F1-score is relatively low in all selected
languages and models because of the class imbalance issues.
Especially, because the Japanese dataset is the most class-
imbalanced dataset, the performance of models on the Japanese
dataset is relatively lower than other models. Moreover, the
BERT-based classification models can be more vulnerable to class
imbalance issues than other baseline models, CNN and BiLSTM.

In general, the models with under-sampling methods show a
greater F1-score than those with over-sampling methods, because
our employed over-sampling methods, SMOTE, did not consider

Table 1 Depression lexicon for Korean, English, and Japanese.

Table 2 Data description for each language.

Language Word count of posts
(standard deviation)

Korean 8.02 (7.93)
English 13.22 (9.59)
Japanese 3.45 (3.09)
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the current neighboring examples, which can be inferred by other
classes. It may result in both class overlapping and noise issues. In
the case of our BERT-based classification, as SMOTE did not
consider special tokens of BERT, [CLS], and [SEP], several
generated sequences include more than two [CLS] or [SEP]
tokens. Especially, for Korean and Japanese, the BERT-based
classification model predicted all samples as depression posts.

Study 2: Undergraduate student depression detection model
We examined whether our depression classification approaches,
which were trained and tested by our Twitter gathered depression
lexicon dataset, can be applied to online communities of specific
user groups in South Korea. We checked the scalability of the
model while applying the model learned from Twitter data to
another online community.

South Korea, in fact, has been hit hard by the COVID-19 out-
break and recorded the second largest number of confirmed cases
of COVID-19 in the world at the end of February 2020 (Zhao et al.,
2020). In addition, mental illness is estimated to cause

deterioration of health and decreased production, resulting in an
annual loss of about $2.5 trillion (WHO, 2021a) and social and
economic losses due to mental illness, including depression, and
behavioral disorders reach 7 trillion won a year (TLG Health,
2020).

Although there are a huge number of considerable user groups,
we aim to apply our classification models to online communities
of undergraduate students, whose mental health conditions are
crucially affected by the COVID-19 pandemic (Lee et al., 2021).

Online community of undergraduate students: Everytime.
Before the outbreak of COVID-19, people hung out with their
friends face-to-face. However, after the COVID-19 breakout in
South Korea, due to the outdoor restriction policies implemented
by the government, the majority of the universities have restricted
their undergraduate students’ offline attendance on campuses.
This indicates that most undergraduate students have less chance
of exchanging information and communicating face-to-face with
other students. Also, unlike before the outdoor restriction, most

Table 3 Results of the binary classification task on Twitter with normal sampling.

Sampling Model Language Label Accuracy Precision Recall F1-score

Base CNN Korean non-depression 0.9990 0.9994 0.9996 0.9995
depression 0.9830 0.9763 0.9796

English non-depression 0.9984 0.9987 0.9997 0.9992
depression 0.9448 0.7897 0.8603

Japanese non-depression 0.9992 0.9995 0.9997 0.9996
depression 0.7213 0.6132 0.6628

BiLSTM Korean non-depression 0.9991 0.9995 0.9995 0.9995
depression 0.9815 0.9804 0.9809

English non-depression 0.9983 0.9988 0.9996 0.9992
depression 0.9221 0.8058 0.8600

Japanese non-depression 0.9993 0.9996 0.9997 0.9997
depression 0.7618 0.6676 0.7116

BERT Korean non-depression 0.9787 0.9794 0.9992 0.9892
depression 0.8145 0.1447 0.2457

English non-depression 0.9991 0.9995 0.9995 0.9892
depression 0.9264 0.9262 0.9263

Japanese non-depression 0.9993 0.9996 0.9997 0.9997
depression 0.7499 0.6623 0.7032

Table 4 Results of the binary classification task on Twitter with under-sampling.

Sampling Model Language Label Accuracy Precision Recall F1-score

Under-sampling CNN Korean non-depression 0.9893 0.9966 0.9894 0.9900
depression 0.9966 0.9819 0.9892

English non-depression 0.9928 0.9948 0.9908 0.9928
depression 0.9908 0.9948 0.9928

Japanese non-depression 0.9925 0.9874 0.9977 0.9925
depression 0.9976 0.9873 0.9924

Under-sampling BiLSTM Korean non-depression 0.9900 0.9835 0.9966 0.9900
depression 0.9966 0.9833 0.9899

English non-depression 0.9984 0.9975 0.9922 0.9948
depression 0.9922 0.9975 0.9949

Japanese non-depression 0.9925 0.9967 0.9984 0.9925
depression 0.9984 0.9865 0.9924

BERT Korean non-depression 0.9966 0.9986 0.9946 0.9966
depression 0.9946 0.9986 0.9966

English non-depression 0.9965 0.9999 0.9931 0.9965
depression 0.9932 0.9999 0.9965

Japanese non-depression 0.9939 0.9922 0.9956 0.9939
depression 0.9956 0.9922 0.9939

Bold values represent the greatest levels.
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of the students lost their chance to spend time together with their
friends outside. These restrictions affected the health of under-
graduate students, especially their mental health (Mao, 2021).

However, because of the restriction, the online communities
for undergraduate students, such as campuspick1 or Facebook
bamboo forest page, have been continuously highlighted as places
of information-exchange and communication. Among these
communities, Everytime is the most active community in South
Korea with 5.88 million student users2. Everytime is composed of
different types of topic-oriented forum pages such as general,
secret, and information forum pages.

To join the Everytime community of each university, each
undergraduate student must submit his/her certificate of enroll-
ment and verify his/her institutional email address. It means that
faculty members, staff, and graduate students cannot join the
community, while only undergraduate students can join the
community. Moreover, because Everytime guarantees its under-
graduate students’ anonymity, the students can freely discuss
their concerns and share information. Therefore, the students are
more likely to share their mental health problems (De Choudhury
and De, 2014).

Data collection. To make use of Everytime’s characteristics, we
collected the students’ posts on two forum pages of Everytime
community of one of the South Korean private universities:
general and depression-related forum pages.

We collected and labeled the posts from the general (as non-
depression posts) and depression-concerns forums (as depression
posts) of one of the private universities in Korea. As a result, we
collected both 16,681 non-depression and 5322 depression posts
from August 10, 2018, to October 18, 2021. Then, all posts with
lower than 10 words and unnecessary text contexts were
excluded. After these procedures, the same number of depression
posts was randomly selected, checked, and validated by three
researchers. We ended up with 5203 non-depression and 5290
depression posts. Note that all users’ personal information was
anonymized. All procedures were approved by the institutional
review board of one of the national universities. Table 6 shows the
descriptive statistics of the collected dataset.

Result. To explore the potentiality of our proposed frameworks,
we trained and tested our frameworks with Everytime dataset. We
also compared the results of Study 1 and Study 2. The left and

middle of Fig. 3 present the results of Study 1 and 2, respectively.
Compared to the results in Study 1, the BERT-based classification
shows the great precision 0.9879, recall 0.9945, and F1-score
0.9912, with Everytime dataset (Study 2).

Moreover, to address the generalizability of the Twitter dataset
employed in Study 1 to the depression detection on other
platforms, we tested the classifier, trained with the Twitter dataset,
to the Everytime dataset. As presented on the right of Fig. 3, the
BERT-based classification model reported the highest F1-score
(0.6451) compared to the other baseline models.

Table 7 reports the results of the classification model that was
trained with the Twitter dataset and tested with the Everytime
dataset.

Discussion
Detecting depression in the early stages is an essential issue in
effective depression treatment. However, many people are suf-
fering from depression, but are not aware of the symptoms or not
receiving proper treatment due to difficulty in accessing treat-
ment services (Hunt and Eisenberg, 2010). Many studies for early
detection of depression to combat the problem are being con-
ducted using social media, but most studies are based on English
and researches on low-resource languages are insufficient.

The following implications are introduced based on the lessons
we learned. First, we have validated the role of social media in the
treatment of depression. It is a well-known phenomenon for
people to share their emotions and express their mental health
symptoms on social media (Kim, 2022). We verified the impor-
tance of social media for public mental health by analyzing data
collected from Twitter and Everytime posts to detect depression.
Second, for scholars studying mental health, our model can be
used as a research method to detect depression. Of course, there
have been cases of analyzing mental health symptoms through
social media in the past, but in most cases, it usually deals with
classification using English text data with existing machine

Table 6 Data description of Everytime dataset.

Language Word count of posts
(standard deviation)

Korean 24.23 (54.52)

Table 5 Results of the binary classification task on Twitter with over-sampling.

Sampling Model Language Label Accuracy Precision Recall F1-score

Over-sampling CNN Korean non-depression 0.9356 0.9254 0.9475 0.9363
depression 0.9462 0.9236 0.9348

English non-depression 0.9572 0.9459 0.9699 0.9577
depression 0.9691 0.9446 0.9567

Japanese non-depression 0.9643 0.9640 0.9647 0.9643
depression 0.9647 0.9639 0.9643

BiLSTM Korean non-depression 0.9465 0.9310 0.9645 0.9475
depression 0.9632 0.9285 0.9455

English non-depression 0.9607 0.9438 0.9798 0.9614
depression 0.9790 0.9417 0.9599

Japanese non-depression 0.9645 0.9560 0.9737 0.9648
depression 0.9732 0.9552 0.9641

BERT Korean non-depression 0.5000 0.0000 0.0000 0.0000
depression 0.5000 1.0000 0.6667

English non-depression 0.9896 0.9812 0.9983 0.9897
depression 0.9983 0.9809 0.9895

Japanese non-depression 0.5000 0.0000 0.0000 0.0000
depression 0.5000 1.0000 0.6667
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learning or deep learning models such as SVM (Pirina and
Çöltekin, 2018), CNN and GRU (Zogan et al., 2021). Therefore, it
is significant that by suggesting new depression detection baseline
models, we have devised a way to explore public health problems.
In addition, our research has the strength of being practical by
using multilingual data. We provided unique depression-related
datasets consisting of three languages and showed an outstanding
baseline for each language. We introduced a series of depression
lexicons for three languages. As we verified whether each keyword
is related to depression-by-depression experts, our depression
lexicons can be applied to other social media such as Instagram,
to detect depression.

However, several limitations still remain. Because each
depression lexicon can have multiple meanings in social media,
(i.e., ‘isolation’ can refer to both emotional isolation and physical
isolation) lexicon-based labeling is still not absolute. Even con-
sidering such an issue, a lexicon-based labeling is an efficient way

to analyze millions of text data on social media. Second, as
mentioned above, the performance of the classification model
between two different domain communities is low. We predict
the reason as the lack of cross-domain features (e.g., demographic
information) when we tried to detect depression in two com-
munities with one model. Also, we did not evaluate our model
with posts from social media users who are diagnosed with
depression. Of course, learning only posts from social media users
with symptoms of depression could be a stronger model for us.
However, since social media can be anonymous and the con-
structed identity and characteristics in social media can differ
from their reality, it is very difficult to collect and model only
such datasets in practice.

In future studies, we can extend our research methods based on
these findings. We could apply the cross-lingual method with our
multiple languages classification models, which integrate each
model into one classification model. The cross-lingual classification

Fig. 3 Summary of the results. a Korean Twitter dataset (Study 1). b Everytime dataset (Study 2). c Trained by Korean Twitter dataset and tested by
Everytime dataset.

Table 7 Results of the binary classification task on Everytime with normal-sampling.

Sampling Model Label Accuracy Precision Recall F1-score

Based CNN non-depression 0.3732 0.3698 0.9926 0.5388
depression 0.7195 0.0112 0.0220

BiLSTM non-depression 0.4956 0.4957 0.9956 0.6619
depression 0.4651 0.0038 0.0075

BERT non-depression 0.5423 0.5202 0.9900 0.6820
depression 0.9120 0.1019 0.1833

Under-sampling CNN non-depression 0.5149 0.5079 0.9576 0.6638
depression 0.6299 0.0721 0.1294

BiLSTM non-depression 0.5091 0.5079 0.9521 0.6579
depression 0.6091 0.0733 0.1309

BERT non-depression 0.7252 0.6514 0.9587 0.7757
depression 0.9242 0.4955 0.6451

Over-sampling CNN non-depression 0.5831 0.5565 0.7832 0.6507
depression 0.6443 0.3862 0.4829

BiLSTM non-depression 0.5638 0.6070 0.3581 0.4504
depression 0.5438 0.7865 0.6451

BERT non-depression 0.5000 0.0000 0.0000 0.0000
depression 0.5000 1.0000 0.6667

Bold values represent the greatest levels.

ARTICLE HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS | https://doi.org/10.1057/s41599-022-01313-2

8 HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |           (2022) 9:325 | https://doi.org/10.1057/s41599-022-01313-2



model can take advantage of high-resource languages (e.g., Eng-
lish). As there are various activities and contents in social media,
we plan to develop a user-level multimodal depression detection
model using post behavior, image, sentiment, etc rather than
simply using text. Additionally, there is a way to expand our
findings more broadly. We mainly collected data from anonymous
users and students, but in the future, we can measure depression in
different and specific age groups. Also, mental health problems are
not limited to depression. Thus, we hope that our model can be
applied not only to depression but also to other fields of mental
health such as anxiety, bipolar, and schizophrenia.

Data availability
The datasets generated during and/or analyzed during the current
study are available in the repository, https://github.com/
dxlabskku/Mental-Health.

Received: 15 March 2022; Accepted: 15 August 2022;

Notes
1 https://www.campuspick.com/.
2 https://everytime.kr/.

References
American Psychiatric Association (2021) What is mental illness? https://www.who.

int/teams/mental-health-and-substance-use/treatment-care/mental-health-
gap-action-programme. Accessed 11 Mar 2022

Bataineh B, Duwairi R, Abdullah M (2019) Ardep: an Arabic lexicon for detecting
depression. In: Seker H (ed) Proceedings of the 2019 3rd International
Conference on Advances in Artificial Intelligence (ICAAI ’19). ACM, New
York, NY, pp. 146–151

Cheng PGF, Ramos RM, Bitsch J et al. (2016) Psychologist in a pocket: lexicon
development and content validation of a mobile-based app for depression
screening. JMIR mHealth uHealth 4:e5284

Chirikov I, Soria KM, Horgos B et al. (2020) Undergraduate and graduate students’
mental health during the COVID-19 pandemic SERU consortium reports
https://escholarship.org/uc/item/80k5d5hw. Accessed 11 Mar 2022

Collo G, Merlo Pich E (2018) Ketamine enhances structural plasticity in human
dopaminergic neurons: possible relevance for treatment-resistant depression.
Neural Regen Res 13:645–646

Conus P, Macneil C, McGorry P (2014) Public health significance of bipolar dis-
order: implications for early intervention and prevention. Bipolar Disord
16:548–556

Coppersmith G, Dredze M, Harman C et al. (2015) Clpsych 2015 shared task:
Depression and ptsd on twitter. In: Mitchell M, Coppersmith G, Hollingshead
K (eds) Proceedings of the 2nd Workshop on Computational Linguistics and
Clinical Psychology: from linguistic signal to clinical reality (CLPsych ’15).
ACL, pp. 31–39

De Choudhury M, De S (2014) Mental health discourse on Reddit: self-disclosure,
social support, and anonymity. In: Adar E, Resnick P (eds) Proceedings of the
eighth international AAAI conference on weblogs and social media. AAAI,
pp. 71–80

De Choudhury M, Gamon M, Counts S et al. (2013) Predicting depression via
social media. In: Kiciman E (ed.) Proceedings of the seventh international
AAAI conference on weblogs and social media. AAAI, pp. 128–137

Finance Online (2021) Number of Twitter users 2022/2023: demographics,
breakdowns & predictions https://financesonline.com/number-of-twitter-
users/. Accessed 11 Mar 2022

Hunt J, Eisenberg D (2010) Mental health problems and help-seeking behavior
among college students. J Adolesc Health 46:3–10

Institute for Health Metrics and Evaluation (2021) Global health data exchange
http://ghdx.healthdata.org/gbd-results-tool?params=gbd-api-2019-
permalink/d780dffbe8a381b25e1416884959e88b. Accessed 11 Mar 2022

Isalam MA, Barana SD, Raihan H et al. (2020) Depression and anxiety among
university students during the covid-19 pandemic in Bangladesh: a web-based
cross-sectional survey. PLoS ONE 15:e0238162

Kecojevic A, Basch C, Sullivan H et al. (2020) The impact of the COVID-19
epidemic on mental health of undergraduate students in New Jersey, cross-
sectional study. PLoS ONE 15:e0239696

Kim D, Park C, Kim E et al. (2022) Social sharing of emotion during the COVID-
19 pandemic. Cyberpsychol Behav Soc Netw 25:369–376 https://doi.org/10.
1089/cyber.2021.0270

Kim J, Lee J, Park E et al. (2020) A deep learning model for detecting mental illness
from user content on social media. Sci Rep 10:1–6

Lee D, Park S, Kang J et al. (2020) Cross-lingual suicidal-oriented word embedding
toward suicide prevention. In: Cotterell R, Eger S, Wiseman S (eds) Findings
of the Association for Computational Linguistics: EMNLP 2020 (EMNLP).
ACL, pp. 2208–2217

Lee H, Dean D, Baster T et al. (2021) Deterioration of mental health despite
successful control of the covid-19 pandemic in South Korea. Psychiatry Res
295:113570

Lee H, Kim J, Shin J et al. (2016) Papago: a machine translation service with word
sense disambiguation and currency conversion. In: Isahara H, Utiyama M
(eds) Proceedings of the 26th International Conference on Computational
Linguistics: System Demonstrations (COLING ’2016). ACL, pp. 185–188

Madkar S, Maheshwari T, Merani M et al. (2021) Detection of depression and
suicidal ideation on social media: an intrinsic review. In: Singh M, Tyagi V,
Gupta PK, Flusser J et al. (eds) Proceedings of the International Conference on
Advances in Computing and Data Sciences (ICACDS ’21). Springer, pp. 63–75

Mao Z, Chen B, Wang W et al. (2021) Investigating the self-reported health status
of domestic and overseas Chinese populations during the COVID-19 pan-
demic. Int J Environ Res Public Health 18:3043

McCann P (2020) fugashi, a tool for tokenizing Japanese in python. In: Park L,
Hagiwara M, Milajevs D et al. (eds) Proceedings of the second workshop for
NLP Open Source Software (NLP-OSS ’20). ACL, pp. 44–51

McCosker A, Gerrard Y (2021) Hashtagging depression on instagram: towards a
more inclusive mental health research methodology. New Media Soc
23:1899–1919

Mukhtar N, Khan MA (2020) Effective lexicon-based approach for Urdu sentiment
analysis. Artif Intell Rev 53:2521–2548

Ochnik D, Rogowska AM, Kuśnierz C et al. (2021) A comparison of depression
and anxiety among university students in nine countries during the covid-19
pandemic. J Clin Med 10:2882

Orabi AH, Buddhitha P, Orabi MH et al. (2018) Deep learning for depression
detection of twitter users. In: Loveys K, Niederhoffer K, Prud’hommeaux E
et al. (eds) Proceedings of the fifth workshop on Computational Linguistics and
Clinical Psychology: from keyboard to clinic (CLPsych ’2018). ACL, pp. 88–97

Organisation for Economic Co-operation and Development (2021) Mental health
and young people. https://www.oecd.org/coronavirus/en/data-insights/
mental-health-and-young-people. Accessed 11 Mar 2022

Pirina I, Çöltekin Ç (2018) Identifying depression on Reddit: the effect of training
data. In: Gonzalez-Hernandez G, Weissenbacher D, Sarker A et al. (eds)
Proceedings of the 2018 EMNLP workshop SMM4H: the 3rd social media
mining for health applications workshop & shared task. ACL, pp. 9–12

Shalizi CR, Rinaldo A (2013) Consistency under sampling of exponential random
graph models. Ann Stat 41:508–535

Sharma A, Verbeke WJ (2020) Improving diagnosis of depression with xgboost
machine learning model and a large biomarkers dutch dataset (n= 11,081).
Front Big Data 3:15

Shen JH, Rudzicz F (2017) Detecting anxiety through Reddit. In: Hollingshead K,
Ireland M, Loveys K (eds) Proceedings of the fourth workshop on Compu-
tational Linguistics and Clinical Psychology (CLPsych ’17). ACL, pp. 58–65

Shen T, Jia J, Shen G et al. (2018) Cross-domain depression detection via har-
vesting social media. In: Lang J (ed) Proceedings of the 27th International
Joint Conference on Artificial Intelligence (IJCAI ’18). ACM, pp. 1611–1617

Tadesse MM, Lin H, Xu B et al. (2019) Detection of depression-related posts in
Reddit social media forum. IEEE Access 7:44883–44893

The Lancet Global Health (2020) Mental health matters. The Lancet Global Health
8:e1352

Thornicroft G, Chatterji S, Evans-Lacko S et al. (2017) Undertreatment of people
with major depressive disorder in 21 countries. Br J Psychiatry 210:119–124

World Health Organization (2021a) Depression. https://www.who.int/en/news-
room/fact-sheets/detail/depression. Accessed 11 Mar 2022

World Health Organization (2021b) Mental health gap action programme. https://
www.who.int/teams/mental-health-and-substance-use/treatment-care/
mental-health-gap-action-programme. Accessed 11 Mar 2022

Zhang S, Yao Y, Xu F et al. (2019) Hashtag recommendation for photo sharing
services. In Stone P (ed.) Proceedings of the AAAI Conference on Artificial
Intelligence. AAAI, pp. 50805–5812

Zhao B, Kong F, Aung MN et al. (2020) Novel coronavirus (covid-19) knowledge,
precaution practice, and associated depression symptoms among university
students in Korea, China, and Japan. Int J Environ Res Public Health 17:6671

HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS | https://doi.org/10.1057/s41599-022-01313-2 ARTICLE

HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |           (2022) 9:325 | https://doi.org/10.1057/s41599-022-01313-2 9

https://github.com/dxlabskku/Mental-Health
https://github.com/dxlabskku/Mental-Health
https://www.campuspick.com/
https://everytime.kr/
https://www.who.int/teams/mental-health-and-substance-use/treatment-care/mental-health-gap-action-programme
https://www.who.int/teams/mental-health-and-substance-use/treatment-care/mental-health-gap-action-programme
https://www.who.int/teams/mental-health-and-substance-use/treatment-care/mental-health-gap-action-programme
https://escholarship.org/uc/item/80k5d5hw
https://financesonline.com/number-of-twitter-users/
https://financesonline.com/number-of-twitter-users/
http://ghdx.healthdata.org/gbd-results-tool?params=gbd-api-2019-permalink/d780dffbe8a381b25e1416884959e88b
http://ghdx.healthdata.org/gbd-results-tool?params=gbd-api-2019-permalink/d780dffbe8a381b25e1416884959e88b
https://doi.org/10.1089/cyber.2021.0270
https://doi.org/10.1089/cyber.2021.0270
https://www.oecd.org/coronavirus/en/data-insights/mental-health-and-young-people
https://www.oecd.org/coronavirus/en/data-insights/mental-health-and-young-people
https://www.who.int/en/news-room/fact-sheets/detail/depression
https://www.who.int/en/news-room/fact-sheets/detail/depression
https://www.who.int/teams/mental-health-and-substance-use/treatment-care/mental-health-gap-action-programme
https://www.who.int/teams/mental-health-and-substance-use/treatment-care/mental-health-gap-action-programme
https://www.who.int/teams/mental-health-and-substance-use/treatment-care/mental-health-gap-action-programme


Zogan H, Razzak I, Jameel S et al. (2021) Depressionnet: Learning multi-modalities
with user post summarization for depression detection on social media. In:
Diaz F, Shah C, Suel T et al. (eds) Proceedings of the 44th International ACM
SIGIR conference on Research and Development in Information Retrieval
(SIGIR ’21). ACM, pp. 133–142

Acknowledgements
This research was supported by a grant (2022-01) from Gyeonggi-do researcher-centered
R&D support project funded by Gyeonggi Province. This research was also supported by
the National Research Foundation of Korea funded by the Korean Government (NRF-
2020R1C1C1004324).

Competing interests
The authors declare no competing interests.

Ethical approval
This study was approved by the Ethical Committee and Institutional Review Board of
Sungkyunkwan University (2020-11-025).

Informed consent
This article does not contain any studies with human participants performed by any of
the authors.

Additional information
Supplementary information The online version contains supplementary material
available at https://doi.org/10.1057/s41599-022-01313-2.

Correspondence and requests for materials should be addressed to Eunil Park.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2022

ARTICLE HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS | https://doi.org/10.1057/s41599-022-01313-2

10 HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |           (2022) 9:325 | https://doi.org/10.1057/s41599-022-01313-2

https://doi.org/10.1057/s41599-022-01313-2
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	A lexicon-based approach to examine depression detection in social media: the case of Twitter and university community
	Introduction
	Related work
	Identifying depression in social media
	Depression of undergraduate students

	Study 1: general depression classification model in social media
	Data collection
	Lexicon-based labeling
	Lexicon collection
	Lexicon verification
	Post Labeling
	Descriptive statistics
	Sampling method
	Depression post classification
	Evaluation metrics
	Result

	Study 2: Undergraduate student depression detection model
	Online community of undergraduate students: Everytime
	Data collection
	Result

	Discussion
	Data availability
	References
	References
	References
	Acknowledgements
	Competing interests
	Additional information




