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Group decision‑making algorithm 
with sine trigonometric 
r,s,t‑spherical fuzzy aggregation 
operators and their application
Muhammad Azeem 1, Ayesha Ilyas 1, Jawad Ali 2, Madiha Ghamkhar 1 & Muhammad I. Syam 3*

r, s, t-spherical fuzzy (r, s, t-SPF) sets provide a robust framework for managing uncertainties in 
decision-making, surpassing other fuzzy sets in their ability to accommodate diverse uncertainties 
through the incorporation of flexible parameters r, s, and t. Considering these characteristics, this 
article explores sine trigonometric laws to enhance the applicability and theoretical foundation 
for r, s, t-SPF setting. Following these laws, several aggregation operators (AOs) are designed for 
aggregation of the r, s, t-SPF data. Meanwhile, the desired characteristics and relationships of these 
operators are studied under sine trigonometric functions. Furthermore, we build a group decision-
making algorithm for addressing multiple attribute group decision-making (MAGDM) problems using 
the developed AOs. To exemplify the applicability of the proposed algorithm, we address a practical 
example regarding laptop selection. Finally, parameter analysis and a comprehensive comparison with 
existing operators are conducted to uncover the superiority and validity of the presented AOs.
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In real-world scenarios, as a system grows in complexity, it becomes increasingly difficult for decision-makers 
(DnMs) to select the best option among various alternatives. To tackle such scenarios, Zadeh1 pioneered the con-
cept of fuzzy sets (FS), designed to handle ambiguous and uncertain human opinions. A fuzzy set assigns a truth 
membership value (TMV) to each element of the universal set within the range of [0, 1], capturing the degree 
of unpredictability in the information. In a crisp set, an element either belongs to the universal set or does not, 
making it a less versatile tool for broadly describing human perspectives. FS theory offers a more versatile sys-
tem compared to crisp sets because it encompasses all values within the range of [0, 1]. Additionally, Atanassov2 
introduced the concept of intuitionistic fuzzy sets (IFS), which expanded on FS by incorporating both the TMV 
and the false membership value (FMV) within the range of [0, 1]. This framework provides a comprehensive 
way to express human viewpoints positively and negatively. In the IFS model, only specific information in the 
form of pairs ( 0 ≤ m ≤ 1 and 0 ≤ n ≤ 1 ) is allowed, ensuring that 0 ≤ m+ n ≤ 1 for flexibility in selecting 
TMV and FMV. However, the sum of TMV and FMV can sometimes exceed the [0, 1] range. These limitations 
restrict the use of IFS in certain decision-making (DM) scenarios when 0 ≤ m+ n ≤ 1 exceeds [0, 1]. To address 
such situations, Yager3 developed the concept of Pythagorean fuzzy sets (PyFS), which allows 0 ≤ m2 + n2 ≤ 1 , 
expanding on its applications. However, there are instances where the sum of the squares of the TMV and FMV 
exceeds the range of [0, 1], posing a challenge for PyFS to explain such scenarios. To address these cases, Yager4 
originated the idea of q-rung orthopair fuzzy sets (q-ROFS), which imposes the constraint 0 ≤ mq + nq ≤ 1 . 
This framework provides a comprehensive approach to handling inconsistencies. It’s worth noting that IFS and 
PyFS are specific instances of q-ROFS. As the parameter q increases in q-ROFS, the range describing the assess-
ment information defined by TMV and FMV expands. Till now, several researchers have actively explored the 
application of q-ROFS in multi-attribute group DM (MAGDM) problems5–8, which highlights the potential of 
q-ROFS to handle the inherent vagueness associated with DM.

Despite the effectiveness of q-ROFS in addressing numerous complex problems, certain scenarios persist 
where they struggle to provide adequate solutions. This limitation becomes apparent in voting scenarios, where 
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human perspectives often encompass responses such as “yes,” “no,” “don’t know,” and “refuse.” The aforemen-
tioned fuzzy models encounter difficulties in accurately representing these diverse reactions. To address these 
challenges, Cuong9 proposed the innovative concept of “picture fuzzy set” (PFS) as a triplet in the form (m,o,n), 
where the elements of the triplet denote the TMV, abstinence membership value (AMV), and FMV with the 
constraint 0 ≤ m+ o+ n ≤ 1 . This distinctive framework aims to surpass the constraints of the previous fuzzy 
models by incorporating visual representations, thus offering a more comprehensive and precise depiction of 
the human perspective in DM processes. The hypothesis of PFS proves ineffective in numerous experimental 
scenarios. It’s observed that the condition 0 ≤ m+ o+ n ≤ 1 within PFS prevents the independent allocation 
of each value m, o, and n. To address this limitation, Mahmood et al.10 introduced the notion of spherical FS 
(SFS), where the restriction 0 ≤ m2 + o2 + n2 ≤ 1 significantly broadens the range of TMV, AMV, and FMV 
lying within [0, 1]. However, the utilization of SFS theory may encounter certain challenges. Mahmood et al.11 
further extended the application of SFS to DM and medical diagnosis problems, yet it remains less effective 
for certain triplets. This led to the development of t-spherical fuzzy sets (t-SPFS), as proposed by Ullah et al.12, 
which serves as a generalization of SFS and offers a broader spectrum of solutions for real-world challenges13–17. 
However, in the context of t-SPFS, the term level is employed equitably. In practical applications, TMV, AMV, 
and FMV may exhibit varying degrees of importance, necessitating the use of different expressions. For example, 
considering the triplet (0.8, 0.7, 0.6), if we aggregate the 4th power of TMV with the 3rd power of AMV and FMV, 
the result (0.84 + 0.73 + 0.63 = 0.9686 < 1) . Consequently, TMV holds an importance coefficient of 4, while 
AMV and FMV each hold an importance coefficient of 3 for this dataset. Thus, TMV, AMV, and FMV do not 
share equal levels of importance. Recognizing the significance of these diverse levels, Ali and Naeem18 recently 
introduced the concept of r,s, t-spherical fuzzy set (r,s, t-SPFS). They elaborated on the foundational concepts 
of this proposed fuzzy tool and conducted a detailed comparison with existing fuzzy models to underscore the 
need for its development. Following this, Ali comprehensively explained the parameters involved in his study19 
and presented a series of Aczel-Alsina aggregation operators along with their associated outcomes. The intro-
duction of the concept of r,s, t-SPFS represents a significant advancement, enabling extensive work within this 
generalized fuzzy framework.

Aggregation operators (AOs) are mathematical functions or rules used in DM and data analysis to combine 
multiple individual values or scores into a single aggregated value. These operators play a significant role in 
aggregating information from different criteria or attributes to derive a comprehensive measure for decision 
support. Numerous authors have pioneered the concept of AOs in the literature and applied them extensively in 
MAGDM problems20–24. For example, Riaz et al.25 put forth a robust q-ring orthopair fuzzy prioritizing AOs with 
applications in MAGDM. Einstein-prioritized AOs were explored for the evaluation of organization Achievement 
by Jana and Pal26, while Wang et al.27 proposed PyF interactive Hamacher power AOs for evaluating Swift service 
standards using entropy weight. Garg28 developed sine trigonometric operational laws (STOLs) and their associ-
ated Pythagorean fuzzy AOs. Qiyas and Abdullah29 proposed sine trigonometric (ST)-spherical fuzzy (SF) AOs 
for decision advisory system, and Garg30 presented a distinctive q-ROF AO built on trigonometric operations. 
Furthermore, Qiyas et al.31 utilized ST-SF AOs for MAGDM. Several AOs have also been designed explicitly for 
the t-spherical fuzzy (SPF) information. Mahmood et al.10 introduced the t-spherical fuzzy weighted geomet-
ric AOs, and Zeng et al.32 introduced new AOs by consolidating association probabilities with t-SPFS. Ullah 
et al.33 applied Hamacher operations-based AOs for t-SPFS to assess robot execution, and Farid et al.34 explored 
MAGDM issues using their suggested t-spherical fuzzy dynamic Einstein AOs. Recently, Ali and Naeem18 intro-
duced r, s, t-spherical fuzzy AOs and thoroughly justified their required characteristics.

Motivations
Operational laws are vital for theoretical frameworks, providing structure and enabling effective functioning. 

Understanding and analyzing these laws are crucial for developing reliable theories. Recognizing their signifi-
cance allows for the creation of more resilient frameworks to address modern challenges. Sine trigonometric 
functions possess unique properties, enhancing DM and information interpretation. Integrating these functions 
leads to improved analysis and decision outcomes. This study introduces STOL and associated aggregation 
operators within MAGDM, aiming to enhance DM efficiency. The integration of sine operational laws and AOs 
introduces a distinctive approach in MAGDM, leveraging the periodicity and symmetry of the sine function. 
This offers advantages in handling cyclical criteria evaluation and situations with equal-weight criteria in positive 
and negative directions. The resulting decision outputs are more precise and insightful, recognizing fundamental 
criteria characteristics and interrelationships.

Research gap 
The untapped potential for combining r, s, t-SPFS, and ST aggregation tools represents a relatively overlooked 

area in FS theory. Despite the extensive exploration of FSs and aggregation methodologies, the incorporation of 
ST tools into the framework of r, s, t-SPFS has not been thoroughly addressed in the existing literature.

Research questions 
To address this research gap, the following inquiries have been formulated: 

1.	 Foundational operations: What are the fundamental operations conducted by ST aggregation tools within 
the r, s, t-SPFS framework, and how do these operations facilitate periodic aggregation during the process?

2.	 Innovative aggregation operators: How do the newly introduced aggregation operators, namely ST-weighted 
averaging, ST-weighted geometric, ST-ordered weighted averaging, ST-ordered weighted geometric, ST-
hybrid averaging, and ST-hybrid geometric, perform within the context of r, s, t-SPFS? What are the distinc-
tive characteristics and exceptional scenarios associated with each operator, and how do they improve the 
aggregation of intricate information?
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3.	 Validation and efficacy: What methods can be employed to validate the robustness and effectiveness of the 
proposed approaches, particularly in the realm of MAGDM? How do these approaches contribute to DM 
scenarios, and what insights do they offer for decision-makers navigating fuzzy and multi-attribute environ-
ments?

4.	 Real-world application: How do the implemented approaches fare when applied to real-world problems? 
What practical insights and implications can be gleaned from the experimental case study conducted within 
the framework of MAGDM?

Contributions 
The main contributions of the proposed study are listed as follows: 

1.	 To explore innovative operational laws for r, s, t-SPFS, called STOLs, establishing the fundamental principles 
necessary to achieve periodic aggregation within the aggregation process.

2.	 To devise various r, s, t-SPF AOs, namely ST-r, s, t-SPF weighted averaging, ST-r, s, t-SPF weighted geometric, 
ST-r, s, t-SPF ordered weighted averaging, ST-r, s, t-SPF ordered weighted geometric, ST-r, s, t-SPF hybrid 
averaging, and ST-r, s, t-SPF hybrid geometric, and analyze their inherent relationships and key character-
istics.

3.	 To outline a stepwise technique for addressing MAGDM challenges using the introduced STOLs and AOs.
4.	 To solve a MAGDM problem in order to elucidate the algorithm’s performance.

The rest of the work is structured as follows: Sect. 2 presents some basic knowledge regarding r, s, t-SPFS which is 
conducive in further advancements. In Sect. 3, STOLs are detailed for r, s, t-SPFSs. In Sect. 4, we present several 
AOs based on ST r, s, t-SPFNs with some of their essential characteristics. Sect. 5 outlines a MAGDM algorithm 
utilizing the proposed AOs under r, s, t-SPF setting. Sect. 6 illustrates a case study to discuss the effectiveness of 
the developed method, conduct sensitivity analysis and comparative study with existing literature. Lastly, Sect. 7 
concludes this study.

Fundamental concepts
In this portion, we discuss several fundamental concepts associated with r,s,t-SPFSs

Definition 1  18 Let K be a given nonempty set. Then, an r,s, t-SPFS Q on K is defined as follow:

where ρ : K → [0, 1] , χ : K → [0, 1] , ε : K → [0, 1] , indicate the membership, neutral and non-membership 
grades, respectively. These functions are such that there exist certain natural numbers r, s, and t, satisfying 
0 ≤ ρr(k)+ χ s(k)+ εt(k) ≤ 1 ∀ k ∈ K.

For convenience, 〈ρ(k),χ(k), ε(k)〉 is referred to as r,s,t-spherical fuzzy number (r, s, t-SPFN), denoted as 
L = (ρ,χ , ε).

For guidance on selecting the values of r, s, and t within the framework of the r, s, t-SPFNs, readers are 
encouraged to refer to Ref.19.

Definition 2  18 Let L = (ρ,χ , ε) be a r,s,t-SPFN. The indeterminacy degree is defined as

where ℓ represents the least common multiple (LCM) of r,s, and t.

Definition 3  18 Consider two r, s, t-SPFNs denoted as L1 = (ρ1,χ1, ε1) and L2 = (ρ2,χ2, ε2) and ⋓ > 0 , then 

1.	 L1 ⊕ L2=
(

r∗
√

ρr∗
1 + ρr∗

2 − ρr∗
1 ρr∗

2 ,χ1χ2, ε1ε2

)

;

2.	 L1 ⊗ L2=
(

ρ1ρ2,
s∗
√

χ s∗
1 + χ s∗

2 − χ s∗
1 χ s∗

2 , t∗
√

εt
∗
1 + εt

∗
2 − εt

∗
1 εt

∗
2

)

;

3.	 L
⋓

1 =
(

ρ⋓

1 ,
s∗
√

1−
(

1− χ s∗
1

)⋓
, t∗
√

1−
(

1− εt
∗
1

)⋓

)

;

4.	 ⋓L1=
(

r∗
√

1−
(

1− ρr∗
1

)⋓
,χ⋓

1 , ε⋓1

)

;

5.	 L
c
1=(ε1,χ1, ρ1).

Here, r∗ = max {r1, r2} , s∗ = max {s1, s2} , and t∗ = max {t1, t2}.
Definition 4  18 Let L = (ρ,χ , ε) be any r, s, t-SPFN, then the score function is given as follows:

(1)Q = {k, �ρ(k),χ(k), ε(k)�|k ∈ K},

(2)π(k) = ℓ
√

1− ρr(k)− χ s(k)− εt(k),

(3)S (L) =
1

2

(

1+
(

ρr − χ s − εt
))

.
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Definition 5  18 Let L = (ρ,χ , ε) be any r, s, t-SPFN, then the accuracy function defined as follows:

Definition 6  18 For any two r, s, t-SPFNs, Li = �ρi ,χi , εi�(i = 1, 2) , the comparison procedure is outlined as 
follows: 

1.	 If S (L1) < S (L2) , then L1 ≺ L2;
2.	 If S (L1) > S (L2) , then L1 ≻ L2;
3.	 If S (L1) = S (L2) , and 

a)	 If A (L1) < A (L2) , then L1 ≺ L2;
b)	 If A (L1) > A (L2) , then L1 ≻ L2;
c)	 If A (L1) = A (L2) , then L1 ≃ L2.

Definition 7  18 Let Li = �ρi ,χi , εi� be the group of n r, s, t-SPFNs with the weight vector ϕ = (ϕ1,ϕ2, ...,ϕn) such 

that 
n
∑

i=1
ϕi = 1 , then r,s,t-SPFWA and r,s,t-SPFWG operators, are defined as:

and

Sine trigonometric operational laws based on r,s,t‑SPFSs
This section outlines new operations for r, s, t-SPFSs and examines their fundamental properties.

Definition 8  Let K be a given nonempty set and Q = {k, �ρ(k),χ(k), ε(k)�|k ∈ K} be r,s,t-SPFS. Then the defini-
tion of sine trigonometric operational laws of r,s,t-SPFS is followed as:

 where sin
(

π
2 ρ

)

,s∗
√

1− sins
∗
(

π
2

s∗
√

1− χ s∗
)

 and t∗
√

1− sint
∗
(

π
2

t∗√
1− εt

∗
))

 , be the TMV, AMV and FMV, 

respectively.

Definition 9  Let L = (ρ,χ , ε) be any r,s,t-SPFN. If

The function sinQ operates as a sine trigonometric operator, and its resultant value is referred to as the sine 
trigonometric r,s,t-SPFN (ST-r,s,t-SPFN).

Theorem 1  Let L1 = (ρ1,χ1, ε1) , L2 = (ρ2,χ2, ε2) , L3 = (ρ3,χ3, ε3) be three r,s,t-SPFNs. 

1.	 sinL1 ⊕ sinL2 = sinL2 ⊕ sinL1,
2.	 sinL1 ⊗ sinL2 = sinL2 ⊗ sinL1,
3.	 (sinL1 ⊕ sinL2)⊕ sinL3 = sinL1 ⊕ (sinL2 ⊕ sinL3),
4.	 (sinL1 ⊗ sinL2)⊗ sinL3 = sinL1 ⊗ (sinL2 ⊕ sinL3).

Proof  These can be easily verified from Definition 8. 	�  �

Theorem 2  Let L1 = (ρ1,χ1, ε1),L2 = (ρ2,χ2, ε2) be two r,s,t-SPFNs and ⋓,⋓1,⋓2 > 0 be three real numbers. 
Then 

(4)A (L) =
1

2

(

1+
(

ρr + χ s + εt
))

.

(5)r, s, t − SPFWA(L1,L2, ...,Ln) =
(

r∗

√

√

√

√1−
n
∏

i=1

(

1− ρr∗
i

)ϕi

,

n
∏

i=1

χ
ϕi
i ,

n
∏

i=1

ε
ϕi
i

)

,

(6)r, s, t − SPFWG(L1,L2, ...,Ln) =
( n
∏

i=1

ρ
ϕi
i , s∗

√

√

√

√1−
n
∏

i=1

(

1− χ s∗
i

)ϕi

, t∗

√

√

√

√1−
n
∏

i=1

(

1− εt
∗
i

)ϕi
)

.

(7)sinQ =
{(

k, sin

(

π

2
ρ

)

, s∗

√

1− sins
∗
(

π

2
s∗
√

1− χ s∗
)

, t∗

√
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∗
(

π

2

t∗
√

1− εt
∗
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: k ∈ K

}

,

(8)sinQ =
{(

k, sin

(

π

2
ρ
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√
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(

π

2
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√
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)
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(

π

2
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∗
))

: k ∈ K
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.
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1.	 ⋓(sinL1 ⊕ sinL2) = ⋓ sinL1 ⊕ ⋓ sinL2

2.	 ⋓ sinL2(sinL1 ⊗ sinL2)
⋓ = (sinL1)

⋓ ⊗ (sinL2)
⋓

3.	 ⋓1 sinL1 ⊕ ⋓2 sinL1 = (⋓1 + ⋓2) sinL1

4.	 (sinL1)
⋓1 ⊗ (sinL2)

⋓2 = (sinL1)
⋓1+⋓2

5.	
(

(sinL1)
⋓1

)

⋓2

= (sinL1)
⋓1⋓2

Proof  In this theorem, we will verify the proof for 1 and 3, as the rest ones can be determined similarly.For two 
r,s,t-SPFNs (ρi ,χi , εi) and three real numbers ⋓,⋓1,⋓2 > 0.

Take Xi = sinr
∗ (π

2 ρi
)

 , Yi = sins
∗
(

π
2

s∗
√

1− χ s∗
i

)

 and Zi = sint
∗
(

π
2

t∗
√

1− εt
∗
i

)

 . By using Definition 9, we 

have sinLi =
(

t∗
√

Xi , s∗
√

1−Yi , t∗
√

1−Zi

)

 for i = 1, 2 , and by OLs between two r,s,t-SPFNs, we have 

sinL1 ⊕ sinL2 =
(

r∗
√

1−
(

1−X1

)(

1−X2

)

, s∗
√

1−Y1. s∗
√

1−Y2, t∗
√

1−Z1. t∗
√

1−Z2

)

1.	 ∀⋓ ∈ R then ⋓ > 0 , we have

⋓(sinL1 ⊕ sinL2)

=
(

r∗
√

1−
(

1−X1

)

⋓
(

1−X2

)

⋓
,

(

(

s∗
√

1−Y1
s∗
√

1−Y2

)

⋓
)

,

(

(

t∗
√

1−Z1
t∗
√

1−Z2

)

⋓
)

=
(

r
∗√
1−

(

1−X1

)

⋓
,

(

s
∗√
1−Y1

)

⋓

,

(

t
∗√
1−Z1

)

⋓
)

  ⊕
(

r
∗
√

1−
(

1−X2

)

⋓
,

(

s
∗√
1−Y2

)

⋓

,

(

t
∗√
1−Z2

)

⋓
)

=⋓ sinL1 ⊕ ⋓ sinL2 . 

3.	 For real ⋓1,⋓2 > 0 , we have

⋓1 sinL1 ⊕ ⋓2 sinL1

=
(

r
∗
√

1−
(

1−X1

)

⋓1
,

(

s
∗√
1−Y1

)

⋓1

,

(

t
∗√
1−Z1

)

⋓1

)

  ⊕
(

r
∗
√

1−
(

1−X1

)

⋓2
,

(

s
∗√
1−Y1

)

⋓2

,

(

t
∗√
1−Z1

)

⋓2

)

=
(

r∗
√

1−
(

1−X1

)

⋓1+⋓2 ,
(

s∗
√

1−Y1

)

⋓1+⋓2

,
(

t∗
√

1−Z1

)

⋓1+⋓2
)

=(⋓1 + ⋓2) sinL1 . 	�  �

Theorem 3  For any two r,s,t-SPFNs L = (ρ,χ , ε) , B = (ρB,χB, εB) such that ρ ≥ ρB , χ ≤ χB and ε ≤ εB , 
then sinL ≥ sinB.

Proof  For any L = (ρ,χ , ε) , B = (ρB,χB, εB) in order that ρ ≥ ρB . As “sine” is an increasing function in 
[

0, π2
]

 ,  S o  sin
(

π
2 ρ

)

≥ sin
(

π
2 ρB

)

 .  L ikewise ,  for  χ ≤ χB and ε ≤ εB which  means  that 

sin

(

π
2

s∗
√

1− χ s∗
)

≥ sin

(

π
2

s∗
√

1− χ s∗
B

)

, sin

(

π
2

t∗√
1− εt

∗
)

≥ sin

(

π
2

t∗
√

1− εt
∗
B

)

⇒ s∗
√

1− sins
∗
(

π
2

s∗
√

1− χ s∗
)

 ≤ s∗
√

1− sins
∗
(

π
2

s∗
√

1− χ s∗
B

)

,t∗
√

1− sint
∗
(

π
2

t∗√
1− εs

∗
)

 ≤ t∗
√

1− sint
∗
(

π
2

t∗
√

1− εs
∗
B

)

.

Definition 3 has evolved; thus, we enhance sinL ≥ sinB 	�  �

Theorem 4  For r,s,t-SPFNs Li=(ρi .χi , εi) and L = (ρ,χ , ε) we have sinLi ⊕ sinL ≥ sinLi ⊗ sinL.

Proof  For r,s,t-SPFNs Li and L . Take X = sinr
∗ (π

2
ρ
)

,Xi = sinr
∗ (π

2
ρi
)

,Y = sins
∗
(

π
2

s
∗√
1− χ s∗

)

,Yi = sins
∗

(

π
2

s
∗
√

1− χ s∗
i

)

,Z = sint
∗
(

π
2

t
∗√
1− εt

∗
)

 and Zi = sint
∗
(

π
2

t∗
√

1− εt
∗
i

)

 , we have

and

Since X ,Xi ,Y ,Yi ,Z ,Zi ∈ [0, 1] , we have Y +Yi

2 ≥ Y .Yi

(9)sinLi ⊕ sinL =
(

r∗
√

1−
(

1−Xi

)(

1−X
)

, s∗
√

1−Yi .
s∗
√

1−Y , t∗
√

1−Zi .
t∗
√

1−Z

)

,

(10)sinLi ⊗ sinL =
(

r∗
√

Xi .X , s∗
√

1−Yi .Y , t∗
√

ZiZ

)

.
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⇒  1−
(

1−Y
)(

1−Yi

)

≥ Y .Yi  a n d  t h u s  s∗
√

1−
(

1−Y
)(

1−Yi

)

≥ s∗
√

Y .Yi  A l i k e 
t∗
√

1−ZiZ ≥ t∗
√

1−Zi . t∗
√

1−Z .
Definition 3 and Eqs. (9) and (10) leads to the intended outcome. 	�  �

Theorem 5  For any r,s,t-SPFN L and real number ⋓ > 0 , ⋓ sinL ≥ (sinL)⋓ iff ⋓ ≥ 1 and ⋓ sinL ≤ (sinL)⋓ iff 
0 < ⋓ ≤ 1.

Proof  Based on the previous results, one can easily get the proof. 	�  �

Aggregation operators based on Sine trigonometric r,s,t‑SPFNs
We construct the subsequent weighted and geometric AOs relying on STOLs of r,s,t-SPFNs.

Let σ  be the collection of r,s,t-SPFNs Li = (ρi ,χi , εi) . After that, we label it Xi = sinr
∗ (π

2 ρi
)

 , 

Yi = sins
∗
(

π
2

s∗
√

1− χ s∗
i

)

 and Zi = sint
∗
(

π
2

t∗
√

1− εt
∗
i

)

Definition 10  Let Li = (ρi ,χi , εi) be the group of “n” r,s,t-SPFNs, for (i = 1, 2, ..., n) . A ST-r,s,t-SPFWA is a 
mapping: σ n → σ and defined as;

where ϕ = (ϕ1,ϕ2, ...,ϕn)
T is the weight vector of sinLi with ϕ1 > 0 and 

n
∑

i=1
ϕi = 1.

Theorem 6  Let Li = (ρi ,χi , εi) be the group of “n” r,s,t-SPFNs. Then, the aggregated value obtained by ST-r,s,t-
SPFWA operator is also r,s,t-SPFN, and this is represented by

Proof  By applying r,s,t-SPFNs operating rules and subsequently the meaning of sinL , we can obtain the result 
in Eq. (12). 	�  �

Property1. If altogether r,s,t-SPFNs Li=L , then ST-r,s,t-SPFWA(L1,L2, ...,Ln) = sinL.

Proof  Since Li=L ∀ i and therefore ϕiLi = ϕiL So, by 
n
∑

i=1
ϕi = 1 and Eq. (12), we have ST-r,s,t-

SPFWA(L1,L2, ...,Ln)=
n
∑

i=1
ϕi sinL = sinL . 	�  �

Property2. If Li = (ρi ,χi , εi),L
− = (mini {ρi}, maxi {χi}, maxi {εi}) and L+ = (maxi {ρi}, mini {χi}, mini {εi}) 

be n r,s,t-SPFNs, then sinL− ≤ST-r,s,t-SPFWA(L1,L2, ...,Ln) ≤ sinL+.

Proof   ∀  i ,  mini {ρi} ≤ ρi ≤ maxi{ρi}, mini {χi} ≤ χi ≤ maxi {χi}  a n d  mini {εi} ≤ εi ≤ maxi {εi}  . 
This  indicates  that  L

− ≤ Li ≤ L
+ .  L e t  ST-r, s , t -SPFWA(L1,L2, ...,Ln) = sinL=(ρL,χL, εL) . 

sinL− = (ρL− ,χL+ , εL+) , sinL+ = (ρL+ ,χL− , εL−) . Then, relying on the precision of STF , we have 
X

Li
− = sin

(

π
2 mini {ρi}

)

≤ sin
(

π
2 ρi

)

= XLi and X
Li

+ = sin
(

π
2 maxi {ρi}

)

≥ sin
(

π
2 ρi

)

= Xi . Hence,

ρL=s∗

√

1−
n
∏

i=1

(

1−XLi

)ϕi ≥ s∗

√

1−
n
∏

i=1

(

1−X
Li

−
)ϕi=ρL− and

ρL=s∗

√

1−
n
∏

i=1

(

1−XLi

)ϕi ≤ s∗

√

1−
n
∏

i=1

(

1−X
Li

+
)ϕi=ρL+.

Thus, ρL− ≤ ρL ≤ ρL+ . Also we can get, χL− ≤ χL ≤ χL+ and εL− ≤ εL ≤ εL+ . Thus, we get the proof 
following Definition 3. 	�  �

Property3. For r,s,t-SPFNs Li=(ρi ,χi , εi) and L′
i=
(

ρ
′
i ,χ

′
i , ε

′
i

)

 .  If  ρi ≤ ρ
′
i ,χi ≥ χ

′
i , εi ≥ ε

′
i  then, 

ST − r, s, t − SPFWA(L1,L2, ...,Ln) ≤ ST − r, s, t − SPFWA
(

L
′
1,L

′
2, ...,L

′
n

)

.

Proof  Based on previous results, it can be easily verified. 	�  �

Definition 11  Consider a group Li = (ρi ,χi , εi) comprising “n” r, s, t-SPFNSs and let ST-r,s,t-SPFWG:σ n → σ , if

(11)ST − r, s, t − SPFWA(L1,L2, ...,Ln) = ϕ1 sinL1 ⊕ ϕ2 sinL2 ⊕ ...⊕ ϕn sinLn,

(12)

ST − r, s, t − SPFWA(L1,L2, ...,Ln) =
(

r∗

√

√

√

√1−
n
∏

i=1

(

1−Xi

)wi ,

n
∏

i=1

(

s∗
√

1−Yi

)wi

,

n
∏

i=1

(

t∗
√

1−Zi

)wi
)

.
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This function is called a sine trigonometric r,s,t-SPFWG operator.

Definition 12  Consider a group Li = (ρi ,χi , εi) comprising “n” r, s, t-SPFNSs. A sine trigonometric r,s,t-spheri-
cal fuzzy ordered weighted average (ST-r,s,t-SPFOWA) operator is a mapping ST-r,s,t-SPFOWA: σ n → σ , defined 
as

where Xθ(i) = sinr
∗ (π

2 ρθ(i)
)

 , Yθ(i) = sins
∗
(

π
2

s∗
√

1− χ s∗
θ(i)

)

 , Zθ(i) = sint
∗
(

π
2

t∗
√

1− εt
∗
θ(i)

)

 , ϕi > 0 , 
n
∑

i=1
ϕi = 1 

and θ is the sequence of (1, 2, ..., n) and so that, Lθ(i−1) ≥ Lθ(i) for i=2,3,...,n.

Definition 13  A sine trigonometric r,s,t-spherical fuzzy ordered weighted geometric (ST-r,s,t-SPFOWG) opera-
tor is a mapping ST-r,s,t-SPFOWG: σ n → σ defined as

where θ is the list of permutations.

Definition 14  A sine trigonometric r,s,t-SPF hybrid average (ST-r,s,t-SPFHA) operator is a mapping ST-r,s,t-

SPFHA: σ n → σ , such that ϕ = (ϕ1,ϕ2, ...,ϕn)
T , with ϕi > 0 and 

n
∑

i=1
ϕi = 1 , and

where Li = nϕi i , θ and Xθ(i) = sinr
∗ (π

2 ρθ(i)
)

 , Yθ(i) = sins
∗
(

π
2

s∗
√

1− χ s∗
θ(i)

)

 , Zθ(i) = sint
∗
(

π
2

t∗
√

1− εt
∗
θ(i)

)

 , 
is the list of permutations such that, Lθ(i−1) ≥ Lθ(i) for i=2,3,...,n.

Definition 15  A sine trigonometric r,s,t-SPF hybrid geometric (ST-r,s,t-SPFHG) operator is a mapping ST-r,s,t-

SPFHG: σ n → σ , such that ϕ = (ϕ1,ϕ2, ...,ϕn)
T , with ϕ > 0 and 

n
∑

i=1
ϕi = 1 , and

here, Li=Lnϕi and θ is the list of permutations (1,2,3,..,n).

Basic characteristics of the proposed AOs
This part explores the diverse connections among the proposed AOs along with key elements.

Proposition 1  For xi ≥ 0,yi > 0 and zi > 0 with 
n
∑

i=1
yi = 1 and 

n
∑

i=1
zi = 1 , we have 

n
∏

i=1
xiyizi ≤

n
∑

i=1
ziyixi if 

x1 = x2 = ... = xn then the equality is true.

Proposition 2  Let 0 ≤ x, y, z ≤ 1 and 0 ≤ p ≤ 1 , then 0 ≤ xp+ y(1− p)+ z(1− p) ≤ 1.

Theorem  7  From r,s,t-SPFNs Li , the operatives ST-r,s,t-SPFWG satisfy the inequalities and ST-r,s,t-
SPFWA(L1,L2, ...,Ln) ≥ ST-r,s,t-SPFWG(L1,L2, ...,Ln) where equality holds if L1 = L2 = ... = Ln.

(13)

ST − r, s, t − SPFWG(L1,L2, ...,Ln) = (sinL1)
ϕ1 ⊗ (sinL2)

ϕ2 ⊗ ...⊗ (sinLn)
ϕn

=
(

r∗

√

√

√

√

n
∏

i=1

(

Xi

)ϕi , s∗

√

√

√

√1−
n
∏

i=1

(

Yi

)ϕi , t∗

√

√

√

√1−
n
∏

i=1

(

Zi

)ϕi

)

.

(14)

ST − r, s, t − SPFOWA(L1,L2, ...,Ln) = ϕ1
(

sinLθ(1)

)

⊕ ϕ2
(

sinLθ(2)

)

⊕ ...⊕ ϕn
(

sinLθ(n)

)

=
(

r∗

√

√

√

√1−
n
∏

i=1

(

1−Xθ(i)

)ϕi , s∗

√

√

√

√

n
∏

i=1

(

1−Yθ(i)

)ϕi , t∗

√

√

√

√

n
∏

i=1

(

1−Zθ(i)

)ϕi

)

.

(15)

ST − r, s, t − SPFOWG(L1,L2, ...,Ln) =
(

sinLθ(1)

)ϕ1 ⊗
(

sinLθ(2)

)ϕ2 ⊗ ...⊗
(

sinLθ(n)

)ϕn

=
(( n

∏

i=1

(

Xθ(i)

)ϕi

)

, s∗

√

√

√

√1−
n
∏

i=1

(

Yθ(i)

)ϕi , t∗

√

√

√

√1−
n
∏

i=1

(

Zθ(i)

)ϕi

)

,

(16)

ST − r, s, t − SPFHA(L1,L2, ...,Ln) = ϕ1
(

sinLθ(1)

)

⊕ ϕ2
(

sinLθ(2)

)

⊕ ...⊕ ϕn
(

sinLθ(n)

)

=
(

r∗

√

√

√

√1−
n
∏

i=1

(

1−Xθ(i)

)ϕi , s∗

√

√

√

√

n
∏

i=1

(

1−Yθ(i)

)ϕi , t∗

√

√

√

√

n
∏

i=1

(

1−Zθ(i)

)ϕi

)

,

(17)

ST − r, s, t − SPFHG(L1,L2, ...,Ln) =
(

sinLθ(1)

)ϕ1 ⊗
(

sinLθ(2)

)ϕ2 ⊗ ...⊗
(

sinLθ(n)

)ϕn

=
(

r∗

√

√

√

√1−
n
∏

i=1

(

Xθ(i)

)ϕi , s∗

√

√

√

√1−
n
∏

i=1

(

Yθ(i)

)ϕi , t∗

√

√

√

√1−
n
∏

i=1

(

Zθ(i)

)ϕi

)

,



8

Vol:.(1234567890)

Scientific Reports |        (2024) 14:10816  | https://doi.org/10.1038/s41598-024-61382-y

www.nature.com/scientificreports/

Proof  For “n” r,s,t-SPFNs Li = (ρi ,χi , εi) and normalized weight vector ϕi > 0 , and taking Xi = sinr
∗ (π

2 ρi
)

 , 

Yi = sins
∗
(

π
2

s∗
√

1− χ s∗
i

)

 and Zi = sint
∗
(

π
2

t∗
√

1− εt
∗
i

)

 ,  we have ST-r,s,t-SPFWA(L1,L2, ...,Ln) = 
(

r∗

√

1−
n
∏

i=1

(

1−Xi

)ϕi , s∗

√

n
∏

i=1

(

1−Yi

)ϕi , t∗

√

n
∏

i=1

(

1−Zi

)ϕi

)

 and

ST-r,s,t-SPFWG(L1,L2, ...,Ln) = 
(

r∗

√

n
∏

i=1

(

Xi

)ϕi , s∗

√

1−
n
∏

i=1

(

Yi

)ϕi , t∗

√

1−
n
∏

i=1

(

Zi

)ϕi

)

F o r  ϕi ,Xi ,Yi ,Zi ∈ [0, 1]  a n d  f r o m  P r o p o s i t i o n  1 ,  w e  g e t 

1−
n
∏

i=1

(

1−Xi

)ϕi ≥ 1−
n
∑

i=1
ϕi
(

1−Yi

)

≥ 1−
n
∑

i=1
ϕi
(

1−Zi

)

=
n
∑

i=1
ϕiXi ≥

n
∏

i=1

(

Xi

)ϕi it means that

Likewise, for ϕi > 0,Yi ,Zi ∈ [0, 1] and from Proposition 1, we have the option to obtain

Hence, using Eqs. (18) and (19), we derive the outcome. 	�  �

Theorem 8  Let Li ,L are r,s,t-spherical fuzzy numbers, then 

1.	 ST-r,s,t-SPFWA(L1 ⊕ L,L2 ⊕ L, ...,Ln ⊕ L) ≥ ST-r,s,t-SPFWA(L1 ⊗ L,L2 ⊗ L, ...,Ln ⊗ L).
2.	 ST-r,s,t-SPFWG(L1 ⊕ L,L2 ⊕ L, ...,Ln ⊕ L) ≥ ST-r,s,t-SPFWG(L1 ⊗ L,L2 ⊗ L, ...,Ln ⊗ L).

Proof  Let Li ,L are r,s,t-SPFNs, then by their operational laws, we get Li ⊕ L ≥ Li ⊗ L ∀i . Utilizing the ST-r,s,t-
SPFWA operator’s monotonicity property, we achieve the required result. 	�  �

Theorem 9  For r,s,t-SPFNs Li ,L , we have 

1.	 ST-r,s,t-SPFWA(L1,L2, ...,Ln)⊕ sinL ≥ ST-r,s,t-SPFWA(L1,L2, ...,Ln)⊗ sinL.
2.	 ST-r,s,t-SPFWG(L1,L2, ...,Ln)⊕ sinL ≥ ST-r,s,t-SPFWG(L1,L2, ...,Ln)⊗ sinL.

Proof  For r,s,t-SPFNs Li ,L the result obtained using the operators of ST-r,s,t-SPFWA, ST-r,s,t-SPFWAG and 
sinL are again r,s,t-SPFNs. Thus, we derived results by applying Theorem 5. 	�  �

Theorem 10  For r,s,t-SPFNs Li ,L , and a real number ⋓ ∈ [0, 1]

1.	 ⋓ST-r,s,t-SPFWA(L1,L2, ...,Ln)⊕ sinL ≥ (ST − r, s, t − SPFWA(L1,L2, ...,Ln))
⋓ ⊗ sinL.

2.	 ⋓ST-r,s,t-SPFWG(L1,L2, ...,Ln)⊕ sinL ≥ (ST − r, s, t − SPFWG(L1,L2, ...,Ln))
⋓ ⊗ sinL.

3.	 (ST − r, s, t − SPFWA(L1,L2, ...,Ln))
⋓ ⊕ sinL ≥ ⋓ST-r,s,t-SPFWA(L1,L2, ...,Ln)⊗ sinL.

4.	 (ST − r, s, t − SPFWG(L1,L2, ...,Ln))
⋓ ⊕ sinL ≥ ⋓ST-r,s,t-SPFWG(L1,L2, ...,Ln)⊗ sinL.

Proof  Let Li , and L be any two r,s,t-SPFNs and ⋓ ∈ [0, 1] , where ⋓ be any real number. Subsequently, we possess

⋓ST-r,s,t-SPFWA(L1,L2, ...,Ln) = 
(

r∗

√

1−
n
∏

i=1

(

1−Xi

)

⋓ϕi , s∗

√

n
∏

i=1

(

1−Yi

)

⋓ϕi , t∗

√

n
∏

i=1

(

1−Zi

)

⋓ϕi

)

 and 

(ST − r, s, t − SPFWA(L1,L2, ...,Ln))
⋓

=
((

r∗

√

1−
n
∏

i=1

(

1−Xi

)ϕi

)⋓

, s∗

√

1−
(

1−
n
∏

i=1

(

1−Yi

)ϕi

)⋓

, t∗

√

1−
(

1−
n
∏

i=1

(

1−Zi

)ϕi

)⋓)

.

Hence, ⋓ST-r,s,t-SPFWA(L1,L2, ...,Ln)⊕ sinL

and

(18)r∗

√

√

√

√1−
n
∏

i=1

(

1−Xi

)ϕi ≥ s∗

√

√

√

√

n
∏

i=1

(

Yi

)ϕi ≥ t∗

√

√

√

√

n
∏

i=1

(

Zi

)ϕi

(19)t∗

√

√

√

√

n
∏

i=1

(

1−Zi

)ϕi ≤ r∗

√

√

√

√

n
∏

i=1

(

Xi

)ϕi ≤ s∗

√

√

√

√

n
∏

i=1

(

Yi

)ϕi

(20)

=
(

r∗

√

√

√

√1−
(

1−X
)

( n
∏

i=1

(

1−Xi

)ϕi

)⋓

, s∗

√

√

√

√

(

1−Y
)

( n
∏

i=1

(

1−Yi

)ϕi

)⋓

, t∗

√

√

√

√

(

1−Z
)

( n
∏

i=1

(

1−Zi

)ϕi

)⋓)

,
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(ST − r, s, t − SPFWA(L1,L2, ...,Ln))
⋓ ⊗ sinL

For X ,Y ,Z ∈ [0, 1] and a real number ⋓ ∈ [0, 1] , we have 
(

n
∏

i=1

(

1−Yi

)ϕi

)⋓

,

(

n
∏

i=1

(

1−Zi

)ϕi

)⋓

∈ [0, 1] . 

T h u s  b y  P r o p o s i t i o n  2 ,  w e  g e t 

X

(

1−
n
∏

i=1

(

1−Xi

)ϕi

)⋓

+
(

1−Y
)

(

n
∏

i=1

(

1−Yi

)ϕi

)⋓

+
(

1−Z
)

(

n
∏

i=1

(

1−Zi

)ϕi

)⋓

≤ 1

=⇒ X

(

1−
n
∏

i=1

(

1−Xi

)ϕi

)⋓

≤ 1−
(

1−Y
)

(

n
∏

i=1

(

1−Yi

)ϕi

)⋓

≤ 1−
(

1−Z
)

(

n
∏

i=1

(

1−Zi

)ϕi

)⋓

=⇒ r
∗

√

X

(

1−
n
∏

i=1

(

1−Xi

)ϕi

)⋓

≤ s
∗

√

1−
(

1−Y
)

(

n
∏

i=1

(

1−Yi

)ϕi

)⋓

≤ t
∗

√

1−
(

1−Z
)

(

n
∏

i=1

(

1−Zi

)ϕi

)⋓

Similarly, for Z ,

(

n
∏

i=1

(

1−Zi

)ϕi

)⋓

.

(

1−
n
∏

i=1

(

1−Zi

)ϕi

)⋓

∈ [0, 1] and by Proposition 2, we get

t∗

√

(

1−Z
)

.

(

n
∏

i=1

(

1−Zi

)ϕi

)⋓

≤ t∗

√

1−
(

1−
n
∏

i=1

(

1−Zi

)ϕi

)⋓

.Z

With the help of Eqs. (20), (21) and Definition 3, we get the result (1) which is valid for real ⋓ ∈ [0, 1] . � �

Proposed decision‑making Algorithm
In this section, an algorithm for the MAGDM problem is framed based on the formulated ST operators.

Suppose that I = (I1, I2, ..., Im) be the set of alternatives and C = (C1, C2, ..., Cn) be the set of attributes with 

corresponding weight vector ϕ = (ϕ1,ϕ2, ...,ϕn)
T such that ϕj > 0 and 

n
∑

j=1
ϕj = 1 . A group of DnMs having the 

weight vector ̟ = (̟1,̟2, ...,̟d)
T  such that ̟h > 0 and 

d
∑

h=1

̟h = 1 construct decision matrices 

D(h) =
(

I
(h)
ij

)

m×n
; h = 1, 2, ..., d using r,s,t-SPFNs.

The MAGDM problem-solving process involves the following steps. 

Step 1:	 Collect the preferences given by DnMs in the form of decision matrix D =
(

I
(h)
ij

)

 including r,s,t-SPFS 
details.

Step 2:	 Build the normalized decision matrix R =
(

p
(h)
ij

)

 based on D =
(

I
(h)
ij

)

 , with pij computed as: 

Step 3:	 Integrates DnMs values I(h)ij , h = 1, 2, ..., d into Iij =
(

ρij ,χij , εij
)

 using ST − r, s, t − SPFWA operator.
Step 4:	 Aggregate the overall rating values D =

(

Iij

)

 of the alternative Ii(i = 1, 2, ...,m) into the overall assess-
ment value Ii = (ρi ,χi , εi) based on geometric r,s,t-SPF AO as defined in Definition 11.

Step 5:	 Utilizing Eq. (23) yields the score values for Ii = (ρi ,χi , εi) where i = 1, 2, ..., n.

Step 6:	 Arrange all alternatives Ii(i = 1, 2, ...,m) following Definition 7 and identify the most suitable alterna-
tive.

Numerical analysis
This section offers a case study on assessing laptops to illustrate the utilization of the framework presented. It 
comprises four subsections: result analysis, sensitivity analysis, comparative study, and managerial implications.

Experimental results
Example:

A team of three DnMs specializing in laptops convened to conduct a comprehensive decision analysis involv-
ing multiple attributes aimed at selecting the most suitable laptop model. Each criterion represents a key aspect 
of the laptop’s performance, while each attribute provides a finer-grained assessment of those attributes. In this 
context, the team has chosen the following four attributes: 
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Battery Life ( C1):	� This criterion evaluates the duration for which the laptop can operate on a single bat-
tery charge. Longer battery life is generally preferred as it enhances portability and 
convenience.

Size ( C2):	� Size refers to the physical dimensions of the laptop, including factors such as thickness, 
weight, and overall form factor. Smaller and lighter laptops are often favored for their 
ease of transportation.

Screen Quality ( C3):	� The screen criterion assesses the visual display capabilities of the laptop, including factors 
such as resolution, color accuracy, and brightness. A high-quality screen enhances the 
user experience, particularly for tasks involving multimedia content.

Sound Quality ( C4):	� Sound quality pertains to the audio output capabilities of the laptop, including speaker 
performance and audio clarity. Good sound quality is essential for activities such as video 
conferencing, multimedia playback, and general entertainment.

For this decision problem, the DnMs have the weight vector ̟ = (0.3, 0.4, 0.3)T . Additionally, the weight 
vector assigned by the DnMs to the attributes is denoted as ϕ = (0.4, 0.2, 0.1, 0.3)T , indicating the relative impor-
tance of each criterion in the DM process. It’s noteworthy that all attributes are considered benefit-type attributes.

Subsequently, the team applied the proposed r, s, t − SPF framework to identify the optimal model among the 
available options. This framework facilitates a systematic approach to MAGDM, enabling the team to effectively 
evaluate and compare the laptop models based on their performance across the established attributes. Through 
this detailed analysis, the team aims to make an informed decision that aligns with their preferences and require-
ments, ultimately selecting the laptop model that best fulfills their needs.

The calculation procedures are outlined as follows:
Step 1: The r, s, t − SPF data provided by the three DnMs is presented in Tables 1, 2 and 3, respectively.
Step 2: Since all four attributes are benefit types. Therefore, we do not need normalization.
Step 3: Utilizing the experts’ weights, i.e., ̟ = (0.3, 0.4, 0.3)T and applying the ST-r,s,t-SPFWA operator, the 

collective data for each alternative is obtained and is shown in Table 4.
Step 4: Using the attributes’ weight vector i.e., ϕ = (0.4, 0.2, 0.1, 0.3)T and applying the ST-r,s,t-SPFWG opera-

tor, the combined values for each alternative are obtained as follows:
I1 = (0.9174, 0.03162, 0.01721)   ,  I2 = (0.9083, 0.01778, 0.04369) , I3 = (0.8846, 0.02515, 0.03093)   , 

I4 = (0.9571, 0.03080, 0.02640).
Step 5: Following Eq. (23), the score values of aggregated values of the alternatives are obtained as follows: 

S (I1) = 0.8542 , S (I2) = 0.8403 , S (I3) = 0.8062 , S (I4) = 0.9196.
Step 6: Based on the above-derived score values, the ranking of alternatives is I4 > I1 > I2 > I3.

Table 1.   r,s,t-SPF decision matrix D1.

C1 C2 C3 C4

I1 (0.4, 0.4, 0.3) (0.5, 0.7, 0.2) (0.8, 0.4, 0.5) (0.6, 0.3, 0.3)

I2 (0.5, 0.6, 0.3) (0.7, 0.5, 0.4) (0.5, 0.7, 0.6) (0.4, 0.4, 0.5)

I3 (0.4, 0.3, 0.2) (0.4, 0.7, 0.3) (0.5, 0.4, 0.3) (0.8, 0.4, 0.8)

I4 (0.6, 0.8, 0.5) (0.4, 0.2, 0.2) (0.5, 0.7, 0.8) (0.6, 0.4, 0.2)

Table 2.   r,s,t-SPF decision matrix D2.

C1 C2 C3 C4

I1 (0.5, 0.6, 0.5) (0.2, 0.4, 0.3) (0.8, 0.6, 0.5) (0.7, 0.3, 0.4)

I2 (0.8, 0.3, 0.5) (0.7, 0.5, 0.8) (0.5, 0.5, 0.6) (0.4, 0.5, 0.3)

I3 (0.2, 0.2, 0.3) (0.5, 0.3, 0.4) (0.6, 0.6, 0.6) (0.6, 0.7, 0.4)

I4 (0.6, 0.4, 0.4) (0.3, 0.3, 0.3) (0.6, 0.7, 0.3) (0.8, 0.4, 0.5)

Table 3.   r,s,t-SPF decision matrix D3.

C1 C2 C3 C4

I1 (0.4, 0.5, 0.7) (0.8, 0.5, 0.7) (0.4, 0.8, 0.2) (0.4, 0.5, 0.5)

I2 (0.7, 0.6, 0.5) (0.6, 0.5, 0.7) (0.6, 0.3, 0.3) (0.3, 0.2, 0.2)

I3 (0.5, 0.8, 0.4) (0.5, 0.7, 0.4) (0.8, 0.7, 0.7) (0.7, 0.3, 0.6)

I4 (0.6, 0.3, 0.8) (0.7, 0.4, 0.5) (0.8, 0.4, 0.4) (0.3, 0.6, 0.5)
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Influence of parameters
This section focuses on conducting a sensitivity analysis to assess how different parameters affect the ranking 
outcomes.

To showcase the reliability as well as uniformity of the illustration above, we check the sensitivity concerning 
different parameters such as r∗, s∗ , and t∗ within a structured framework. For this, we set the values of s∗ = 4 and 
t∗ = 3 and explore different values for r∗ . By changing the value of r∗ , the ranking results of different choices stay 
consistent, i.e., I4 > I1 > I2 > I3 which shown in Table 5. Furthermore, upon fixing r∗ = 4, t∗ = 3 and increase 
the value of s∗ = 5, 7, 10, 13, 17, 20 in the proposed ST-r,s,t-SPFWG operator, it is noticeable that from Table 6 the 
ranking outcomes of choices remains unchanged i.e., I4 > I1 > I2 > I3 . Similarly, if we fix r∗ = 4, s∗ = 4 and 
vary the value of t∗ = 4, 7, 10, 13, 17, 20 in ST-r,s,t-SPFWG, again, it is noticeable, that from Table 7 analogous s∗ 
the ranking outcomes remains same. Therefore, the proposed approach exhibits isotonicity and stability under 
the ST-r,s,t-SPFWG operator across various values of r∗, s∗ and t∗.

Comparative study
Within this part, we provide a concise discussion comparing the developed method with well-known related 
techniques, such as ST-Pythagorean fuzzy weighted averaging (ST-PyFWA), ST-Pythagorean fuzzy weighted 

Table 4.   Aggregated values of experts by ST-r,s,t-SPFWA operator.

C1 C2 C3 C4

I1 (0.6460, 0.1914, 0.1741) (0.8201, 0.1945, 0.08963) (0.9175, 0.2594, 0.1095) (0.8208, 0.09158, 0.1169)

I2 (0.9001, 0.1565, 0.1406) (0.8724, 0.1885, 0.3140) (0.7455, 0.1711, 0.1829) (0.5581, 0.09472, 0.07210)

I3 (0.5889, 0.08979, 0.06281) (0.6795, 0.1909, 0.1017) (0.8653, 0.2368, 0.2029) (0.8961, 0.1603, 0.2446)

I4 (0.8091, 0.1564, 0.2185) (0.7392, 0.06270, 0.07210) (0.8653, 0.2703, 0.1252) (0.8721, 0.1537, 0.1095)

Table 5.   Results with different value of r∗.

r
∗, s∗, t∗ Ranking

r
∗ = 5, s∗ = 4, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 7, s∗ = 4, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 10, s∗ = 4, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 13, s∗ = 4, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 17, s∗ = 4, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 20, s∗ = 4, t∗ = 3 I4 > I1 > I2 > I3

Table 6.   Results with different value of s∗.

r
∗, s∗, t∗ Ranking

r
∗ = 4, s∗ = 5, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 7, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 10, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 13, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 17, t∗ = 3 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 20, t∗ = 3 I4 > I1 > I2 > I3

Table 7.   Results with different value of t∗.

r
∗, s∗, t∗ Ranking

r
∗ = 4, s∗ = 4, t∗ = 4 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 4, t∗ = 7 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 4, t∗ = 10 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 4, t∗ = 13 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 4, t∗ = 17 I4 > I1 > I2 > I3

r
∗ = 4, s∗ = 4, t∗ = 20 I4 > I1 > I2 > I3
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geometric (ST-PyFWG)28, ST-q-rung orthopair fuzzy weighted averaging (ST-q-ROFWA), ST-q-rung orthopair 
fuzzy weighted geometric (ST-q-ROFWG)30, ST-p,q-quasirung orthopair fuzzy weighted averaging (ST-p,q-
QOFWA), ST-p,q-quasirung orthopair fuzzy weighted geometric (ST-p,q-QOFWG)35, ST-spherical fuzzy 
weighted averaging (ST-SPFWA),ST-spherical fuzzy weighted geometric (ST-SPFWG)28, ST-t-spherical fuzzy 
weighted averaging (ST-TSPFWA), ST-t-spherical fuzzy weighted geometric (ST-TSPFWG)36, r,s,t-spherical 
fuzzy weighted averaging (r,s,t-SPFWA), r,s,t-spherical fuzzy weighted geometric (r,s,t-SPFWA)18, r,s,t-SPF Aczel-
Alsina weighted averaging (r,s,t-SPFAAWA), r,s,t-SPF Aczel-Alsina weighted geometric (r,s,t-SPFAAWG)19. The 
results acquired are displayed in Table 8.

Based on the data presented in this Table 8, it can be deduced that the optimal alternative identified by the 
proposed method aligns with the majority of existing approaches, thus affirming the validity of the proposed 
approach. We can further notice that ST-AOs of PyFS and SPFS cannot handle the data provided in the current 
problem. The analysis suggests that the existing AOs can be viewed as specific instances within the framework of 
the proposed method. Furthermore, this outcome indicates that the proposed method offers a broader approach 
than the existing AOs.

Based on the comparative analysis, the merits and outcomes of the reported framework are outlined as follows: 

	 (i).	 Compared to other assessment frameworks, the framed approach utilizes more reasonable input 
data, namely r, s, t-SPFNs, for evaluating alternatives. However, the data in the other assessment 
frameworks28–30,35,36 doesn’t take advantage of the three flexible parameters r, s, and t. The inclusion 
of these adjustable parameters broadens the scope of the application and allows for a more reasonable 
capture of data.

	 (ii).	 Unlike the existing methods18,19, our proposed ST operators take into account the significance of trigo-
nometry’s characteristics, such as its periodicity and symmetry, in the analysis. This makes our approach 
superior to the existing r,s,t-SPF AOs.

	 (iii).	 The framework presented requires only a few straightforward steps, highlighting its computational con-
venience. This accessibility makes it highly suitable for emergency decision support scenarios, where 
quick and effective DM is crucial.

The proposed study also exhibits certain drawbacks, which are enumerated as follows: 

	 I.	 One limitation of the outlined framework is that it requires prior knowledge of the weights for DnMs and 
attributes. Without this information upfront, the algorithm isn’t applicable, which could be problematic 
for scenarios where these details aren’t available beforehand.

	 II.	 The developed ST AOs lack the capability to account for divisions among input arguments and may not 
be deemed valid in MAGDM problems, where attributes can be classified into distinct classes.

Managerial implications
The above analysis of laptop selection provides a comprehensive overview of the most commonly used technolo-
gies in the industry, highlighting their respective advantages and drawbacks. The proposed MAGDM framework 
effectively identifies the most pertinent laptop options, emphasizing those that are environmentally friendly, 
cost-effective, user-friendly, and capable of meeting substantial computing needs. This information offers valuable 
insights for both businesses and consumers, enabling them to make informed decisions based on their specific 
requirements. Additionally, policymakers can leverage this research to promote the adoption of laptops as essen-
tial tools for education, business, and personal use, particularly in underserved areas where access to traditional 

Table 8.   Ranking order of the alternatives using different approaches.

Methods Ranking values

Proposed approach I4 > I1 > I2 > I3

ST-q-ROFWA30 I2 > I4 > I1 > I3

ST-q-ROFWG30 I4 > I1 > I2 > I3

ST-p,q-QOFWA35 I2 > I4 > I1 > I3

ST-p,q-QOFWG35 I4 > I1 > I2 > I3

ST-TSPFWA36 I2 > I4 > I1 > I3

ST-TSPFWG36 I4 > I1 > I2 > I3

r,s,t-SPFWA18 I2 > I4 > I3 > I1

r,s,t-SPFWG18 I4 > I1 > I2 > I3

r,s,t-SPFAAWA​19 I2 > I4 > I3 > I1

r,s,t-SPFAAWG​19 I4 > I1 > I3 > I2

ST-PFWA28 Unable to aggregate

ST-PFWG28 Unable to aggregate

ST-SPFWA29 Unable to aggregate

ST-SPFWG29 Unable to aggregate
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power sources may be limited. The widespread adoption of laptops and the advancement of their technological 
recycling processes hold the potential to stimulate industrial growth and create employment opportunities in 
the technology sector.

Ethical approval
This material is the authors’ own original work, which has not been previously published elsewhere.

Conclusion
The primary objective of this study was to introduce a novel perspective on operational laws and operators 
applicable to various r, s, t-SPFNs. We introduced STOLs and defined a new ST-r, s, t-SPFN to address this 
aim. Detailed discussions were conducted on the fundamental properties of these proposed laws. Additionally, 
we formulated several weighted averaging and geometric operators based on these laws to aggregate r, s, t-SPF 
information. The relationships between these operators were analyzed through derived inequalities, elucidating 
their correlations. The basic axioms of these operators were demonstrated to be satisfied within the proposed 
framework. Moreover, to tackle group DM problems, we developed a novel MAGDM algorithm, which considers 
multiple decision-makers and alternatives within a r, s, t-SPF environment. The reliability and effectiveness of 
the developed algorithm were evaluated through a numerical example and compared with existing approaches. 
Through these analyses, it was observed that the presented algorithm and operators effectively manage a broader 
spectrum of information, rendering them highly capable of addressing DM Problems.

In the future, we aim to address the limitations of this study, as highlighted in the analysis section. To this 
end, we intend to integrate additional operators, such as the Maclaurin symmetric mean operator, the partition 
aggregation operator, and the power Muirhead mean operator, with the proposed ST AOs. Subsequently, we 
plan to develop an integrated weight calculation method by combining some subjective weighting methods, 
such as the level-based weight assessment method or the rank sum method, with an entropy-based approach.

Data availibility
All data generated or analysed during this study are included in this published article.

Received: 14 March 2024; Accepted: 6 May 2024

References
	 1.	 Zadeh, L. A. Fuzzy sets. Inf. Control 8(3), 338–353 (1965).
	 2.	 Atanassov, K. T. Intuitionistic fuzzy sets. Fuzzy Sets Syst. 20(1), 87–96 (1986).
	 3.	 Yager, R. R. Pythagorean membership grades in multicriteria decision making. IEEE Trans. Fuzzy Syst. 22(4), 958–965 (2013).
	 4.	 Yager, R. R. Generalized orthopair fuzzy sets. IEEE Trans. Fuzzy Syst. 25(5), 1222–1230 (2016).
	 5.	 Ali, J. & Naeem, M. Cosine similarity measures between q-rung orthopair linguistic sets and their application to group decision 

making problems. Sci. Rep. 12(1), 14456 (2022).
	 6.	 Ali, J. & Naeem, M. Complex q-rung orthopair fuzzy Aczel-Alsina aggregation operators and its application to multiple criteria 

decision-making with unknown weight information. IEEE Access 10, 85315–85342 (2022).
	 7.	 Ali, J., Bashir, Z., Rashid, T. & Mashwani, W. K. A q-rung orthopair hesitant fuzzy stochastic method based on regret theory with 

unknown weight information. J. Amb. Intell. Humaniz. Comput. 14(9), 11935–11952 (2023).
	 8.	 Ali, J. A q-rung orthopair fuzzy MARCOS method using novel score function and its application to solid waste management. Appl. 

Intell. 52(8), 8770–8792 (2022).
	 9.	 Cuong, B. C. & Kreinovich, V. Picture fuzzy sets. J. Comput. Sci. Cybern. 30(4), 409–420 (2014).
	10.	 Mahmood, T., Ullah, K., Khan, Q. & Jan, N. An approach toward decision-making and medical diagnosis problems using the 

concept of spherical fuzzy sets. Neural Comput. Appl. 31, 7041–7053 (2019).
	11.	 Mahmood, T., Ilyas, M., Ali, Z. & Gumaei, A. Spherical fuzzy sets-based cosine similarity and information measures for pattern 

recognition and medical diagnosis. IEEE Access 9, 25835–25842 (2021).
	12.	 Ullah, K., Mahmood, T. & Jan, N. Similarity measures for T-spherical fuzzy sets with applications in pattern recognition. Symmetry 

10(6), 193 (2018).
	13.	 Akram, M., Zahid, K. & Kahraman, C. A new ELECTRE-based decision-making framework with spherical fuzzy information for 

the implementation of autonomous vehicles project in Istanbul. Knowl. Based Syst. 283, 111207 (2024).
	14.	 Akram, M., Zahid, K. & Kahraman, C. Integrated outranking techniques based on spherical fuzzy information for the digitalization 

of transportation system. Appl. Soft Comput. 134, 109992 (2023).
	15.	 Akram, M. & Martino, A. Multi-attribute group decision making based on T-spherical fuzzy soft rough average aggregation opera-

tors. Granul. Comput. 8(1), 171–207 (2023).
	16.	 Naz, S., Akram, M. & Muzammal, M. Group decision-making based on 2-tuple linguistic T-spherical fuzzy COPRAS method. Soft 

Comput. 27(6), 2873–2902 (2023).
	17.	 Akram, M., Naz, S., Feng, F. & Shafiq, A. Assessment of hydropower plants in pakistan: Muirhead mean-based 2-tuple linguistic 

t-spherical fuzzy model combining SWARA with COPRAS. Arab. J. Sci. Eng. 48(5), 5859–5888 (2023).
	18.	 Ali, J. & Naeem, M. r, s, t-spherical fuzzy VIKOR method and its application in multiple criteria group decision making. IEEE 

Access 11, 46454–46475 (2023).
	19.	 Ali, J. Analysis and application of r, s, t-spherical fuzzy Aczel-Alsina aggregation operators in multiple criteria decision-making. 

Granul. Comput. 9(1), 17 (2024).
	20.	 Ahmed, M., Ashraf, S., Mashat, D. (2024) Complex intuitionistic hesitant fuzzy aggregation information and their application in 

decision making problems. Acadlore. Trans. Appl. Math. Stat. https://​doi.​org/​10.​56578/​atams​020101
	21.	 Rahman, K. & Muhammad, J. Complex polytopic fuzzy model and their induced aggregation operators. Acadlore Trans. Appl. 

Math. Stat. 2(1), 42–51 (2024).
	22.	 Rahman, K. & Muhammad, J. Enhanced decision-making through induced confidence-level complex polytopic fuzzy aggregation 

operators. Int. J. Knowl. Innov. Stud. 2(1), 11–18 (2024).
	23.	 Riaz, M. & Farid, H. Enhancing green supply chain efficiency through linear diophantine fuzzy soft-max aggregation operators. 

J. Ind. Intell. Inf. 1(1), 8–29 (2023).

https://doi.org/10.56578/atams020101


14

Vol:.(1234567890)

Scientific Reports |        (2024) 14:10816  | https://doi.org/10.1038/s41598-024-61382-y

www.nature.com/scientificreports/

	24.	 Jana, C. & Pal, M. Interval-valued picture fuzzy uncertain linguistic dombi operators and their application in industrial fund 
selection. J. Ind. Intell. 1(2), 110–124 (2023).

	25.	 Riaz, M., Athar Farid, H. M., Kalsoom, H., Pamučar, D. & Chu, Y.-M. A robust q-rung orthopair fuzzy Einstein prioritized aggrega-
tion operators with application towards MCGDM. Symmetry 12(6), 1058 (2020).

	26.	 Jana, C. & Pal, M. Assessment of enterprise performance based on picture fuzzy Hamacher aggregation operators. Symmetry 11(1), 
75 (2019).

	27.	 Wang, L., Garg, H. & Li, N. Pythagorean fuzzy interactive Hamacher power aggregation operators for assessment of express service 
quality with entropy weight. Soft Comput. 25, 973–993 (2021).

	28.	 Garg, H. Sine trigonometric operational laws and its based Pythagorean fuzzy aggregation operators for group decision-making 
process. Artif. Intell. Rev. 54(6), 4421–4447 (2021).

	29.	 Qiyas, M. & Abdullah, S. Sine trigonometric spherical fuzzy aggregation operators and their application in decision support system, 
TOPSIS, VIKOR. Korean J. Math. 29(1), 137–167 (2021).

	30.	 Garg, H. A novel trigonometric operation-based q-rung orthopair fuzzy aggregation operator and its fundamental properties. 
Neural Comput. Appl. 32(18), 15077–15099 (2020).

	31.	 Qiyas, M., Abdullah, S., Khan, S. & Naeem, M. Multi-attribute group decision making based on sine trigonometric spherical fuzzy 
aggregation operators. Granul. Comput. 7, 141–162 (2022).

	32.	 Zeng, S., Garg, H., Munir, M., Mahmood, T. & Hussain, A. A multi-attribute decision making process with immediate probabilistic 
interactive averaging aggregation operators of T-spherical fuzzy sets and its application in the selection of solar cells. Energies 
12(23), 4436 (2019).

	33.	 Ullah, K., Mahmood, T. & Garg, H. Evaluation of the performance of search and rescue robots using T-spherical fuzzy hamacher 
aggregation operators. Int. J. Fuzzy Syst. 22(2), 570–582 (2020).

	34.	 Farid, H. M. A., Riaz, M. & Garcia, G. S. T-spherical fuzzy information aggregation with multi-criteria decision-making. AIMS 
Math. 8(5), 10113–10145 (2023).

	35.	 Rahim, M., Garg, H., Khan, S., Alqahtani, H. & Khalifa, H.A.E.-W. Group decision-making algorithm with sine trigonometric p, 
q-quasirung orthopair aggregation operators and their applications. Alexa. Eng. J. 78, 530–542 (2023).

	36.	 Garg, H., Ullah, K., Ali, K., Akram, M. & Abid, M. N. Multi-attribute decision-making based on sine trigonometric aggregation 
operators for T-spherical fuzzy information. Soft Comput.https://​doi.​org/​10.​1007/​s00500-​023-​08899-y (2023).

Acknowledgements
The authors are very grateful to the Editor-in-Chief and anonymous reviewers for their valuable comments and 
useful suggestions, which improved the quality of this paper.

Author contributions
All the authors contributed equally in this paper.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to M.I.S.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2024

https://doi.org/10.1007/s00500-023-08899-y
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Group decision-making algorithm with sine trigonometric r,s,t-spherical fuzzy aggregation operators and their application
	Fundamental concepts
	Sine trigonometric operational laws based on r,s,t-SPFSs
	Aggregation operators based on Sine trigonometric r,s,t-SPFNs
	Basic characteristics of the proposed AOs

	Proposed decision-making Algorithm
	Numerical analysis
	Experimental results
	Influence of parameters
	Comparative study
	Managerial implications
	Ethical approval

	Conclusion
	References
	Acknowledgements


