
1

Vol.:(0123456789)

Scientific Reports |        (2024) 14:10281  | https://doi.org/10.1038/s41598-024-60063-0

www.nature.com/scientificreports

Reactive molecular dynamics 
simulations of lithium‑ion battery 
electrolyte degradation
Y. Mabrouk 1, N. Safaei 2, F. Hanke 3*, J. M. Carlsson 3, D. Diddens 1 & A. Heuer  4*

The development of reliable computational methods for novel battery materials has become essential 
due to the recently intensified research efforts on more sustainable energy storage materials. Here, 
we use a recently developed framework allowing to consistently incorporate quantum-mechanical 
activation barriers to classical molecular dynamics simulations to study the reductive solvent 
decomposition and formation of the solid electrolyte interphase for a graphite/carbonate electrolyte 
interface. We focus on deriving condensed-phase effective rates based on the elementary gas-phase 
reduction and decomposition energy barriers. After a short initial transient limited by the elementary 
barriers, we observe that the effective rate shows a transition to a kinetically slow regime influenced 
by the changing coordination environment and the ionic fluxes between the bulk electrolyte and the 
interface. We also discuss the impact of the decomposition on the ionic mobility. Thus, our work shows 
how elementary first-principles properties can be mechanistically leveraged to provide fundamental 
insights into electrochemical stability of battery electrolytes.

The development of predictive simulation frameworks for novel battery electrolytes is of special interest due 
to the recently increased use of rechargeable batteries1–4. Such frameworks hold the promise for advancing 
battery innovation by providing mechanistic insights into the working principles underlying the functionality 
of electrochemically stable and ionically conductive electrolytes. For example it would ideally be possible to 
rationally design optimal electrolyte formulations based on film-forming additives and high-quality ionic con-
ductors. While this objective has arguably been achieved for specific subsets of electrolyte properties, such as 
those involving bulk transport and conduction phenomena1,2,4, the prediction of interfacial properties seems to 
be more challenging5–8. More specifically, classical molecular dynamics (MD) simulations are established as an 
effective framework for predicting bulk electrolyte conductivity1–3 but they are inherently limited to bulk sys-
tems since they do not account for chemical or electrochemical changes taking place at the materials interfaces. 
Ab-initio molecular dynamics (AIMD) are in principle well-suited for this task but they have a major limitation 
with respect to the accessible simulation time-scale9–11. It is therefore of interest to seek an efficient, physically 
motivated and simple framework to incorporate chemical reactions to classical MD simulations12,13. The aim of 
this work is to demonstrate the use of the reactive step MD (rs@md)14,15 framework in the context of modeling 
electrolyte decomposition and degradation reactions occurring at the anode-electrolyte interface of Lithium-
ion battery systems (LIBs)1,2. rs@md is a framework aimed for enabling the occurrence of bond-breaking and 
formation within classical MD simulations by means of time-dependent modifications of classical force-fields. 
This framework was introduced in previous work14,15 and benchmarked to AIMD calculations with respect to 
the kinetic information at short time-scales for simple systems15. It is therefore of interest to explore the use of 
rs@md for longer time-scales and more realistic model systems, in particular whether and how rs@md can be 
used to identify connections between atomic simulations and macroscopic continuum and lattice models7,8. The 
main aspects discussed in this work are the formation kinetics of the solid electrolyte interphase (SEI)1–3 for a 
graphite/carbonate electrolyte model system as well as the the effect of reactions on the structural and dynamical 
properties of the baseline electrolyte.

Despite the wide availability of both characterization and electrochemical performance data related to the 
SEI, quantitatively correlating the baseline electrolyte chemistry with key performance indicators is known 
to be a challenging task. Well-known examples of experimentally fairly established yet quantitatively not 
explained trends include the sensitivity of cycling performance with respect to specific electrolyte additives 
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such as fluorethylene carbonate (FEC) or vinylene carbonate (VC), the dependence of the capacity fading rate on 
temperature16,17 and on the state of charge18, the dependence of the first-cycle irreversible capacity on the active 
surface area19–22, and the sensitivity of electrochemical properties to the crystal orientation and the crystallinity 
of the electrode19,23,24. But instances where these trends have been rigorously addressed within a first-principles 
computational framework are rare22, and a mechanistic framework allowing the systematic derivation of these 
experimental results is still lacking. Thus, SEI formation provides an overall ideal case study for the exploration 
and critical assessment of the predictions that can be made on the basis of our methods. In this work, we use rs@
md to map gas-phase energy barriers of SEI formation reactions to liquid phase reaction rates. This mapping is 
particularly motivated by the importance of medium effects on bimolecular nucleophilic substitution reactions 
involving ions and protic solvents10,11,25. We show that the effective formation rates transition from an activation 
limited reaction rate to a diffusion and electro-migration limited reaction rate within a time-scale of few ∼ ns . 
In particular, we focus on the effect of the gas-phase reaction barriers of the initial charge transfer reaction and 
show that charge transfer rates within the order of ∼ ps−1 imply the onset of electro-migration and diffusion 
limited reaction rate within a time-scale of few ∼ ns . Furthermore, we show that the formation of coordinating 
structures of Li+ and negatively charged ethylene carbonate (EC) radicals is effectively a limiting factor in the 
initial stage of SEI growth reactions.

The outline of the manuscript is as follows. In the “Methods” section we provide a detailed description of the 
simulation framework and the underlying model. The subsequent “Results” section contains a discussion of the 
baseline system without the presence of chemical reactions. In the next step the impact of the reaction kinetics 
is presented. Subsequently the resulting structural changes of the baseline electrolyte after decomposition will 
be outlined. Finally, the results are discussed.

Methods
Simulation framework
rs@md consists of performing a classic MD simulation that is periodically interrupted in order to insert or 
remove molecular bonds according to the definitions of the involved reactions13–15. The conditions for the inser-
tion or removal of bonds can be subdivided into geometric and dynamic conditions. In the former the spatial 
proximity of the reactants is verified while the latter corresponds to the probability of a reaction to occur per 
unit time given that the first condition is met. The geometric conditions (depicted in Fig. 1) are derived from 
classic force field parameters and correspond to inter-molecular cut-off distances while the dynamic conditions 
are defined via the “gas-phase” energy difference13 between the initial state and the transition state of the reactive 
complex in accordance with transition state theory13–15. The operation of bond rearrangement has previously 
been shown to involve non-trivial difficulties related with the smoothness of the resulting force field14 and an 
approach based on performing local relaxations of the product molecules after each reaction has consequently 
been suggested14. The consistency of this approach with respect to structural and dynamic system properties 
has been verified15 by means of a comparison with AIMD simulations of dimerization of singly reduced EC 
radicals in solution to form dilithium butyl dicarbonate (Li2BDC). Similar approaches were used to include 
electrochemical charge-transfer reactions in an electrode/electrolyte interface leading to SEI formation12,13 and 
showed that a porous passivation layer developed within simulation-times of ∼ 10 ns . The present work focuses 
on the effect of elementary charge transfer rates on the effective formation rates. The force field used for the MD 
runs is OPLS-AA optimized for conformational and energetic properties of organic liquids26 and the CL & P 
force field for ionic liquids27. The simulations were performed with the GROMACS-2019.3 version28. The initial 
structures of the electrolyte were generated with the open-source software PACKMOL29. All results described 
above have been cross-validated using the methods described in Abbot and Hanke13 using the COMPASSIII 
forcefield30 with systems constructed with the Materials Studio Amorphous cell module31.

Model system
A three-dimensional frozen graphitic anode structure in contact with a carbonate electrolyte composed of 
lithium hexa-fluorophosphate (LiPF6 ) salt dissolved in a pure EC solution is implemented as the baseline sys-
tem. Throughout all simulations the initial electrolyte structures have been generated by randomly packing 
140 LiPF6 pairs and 1800 EC molecules within a rectangular cell of 3.5× 3.5× 17 [nm3] . The ratio of salt to 
solvent molecules corresponds to the one molar reference value of the salt concentration12,13. Previous work has 
established that most of the electrolyte decomposition products originate from the EC solvent molecule due to 
its high polarity and strong interaction with the electrode surface. Therefore this justifies the simplified choice 
of EC as the only solvent molecule in the reactive model12,13. The implemented pathway consists of a sequence 
of fragmentation and dimerization reactions initiated by the electron transfer from the graphite electrode to 
the EC molecule. This mechanism is supported by ample evidence and numerous investigations from both the 
experimental and theoretical communities32–35. EC is not expected to be stable under standard operation condi-
tions because the lowest unoccupied molecular orbital (LUMO) of EC was shown to lie below the Fermi level of 
lithiated graphite8. The decomposition peak of EC is correspondingly observed around 1 V at the Li/Li+ scale, 
while the voltage operation range of the graphite anode is close to 0.1 V8. The decomposition products of the 
implemented pathway (Li2CO3 and Li2EDC/Li2BDC) are also widely reported from characterization studies 
based on Fourier transform infrared-red spectroscopy (FTIR)36 as well as X-ray photo-electron spectroscopy 
(XPS)32. The pathway is summarized in Fig. 1 and the related details can be found in our former work13.

The slab model is depicted in Fig. 2. The slab geometry is implemented by imposing periodic boundary condi-
tions (PBC) along all three coordinates. The choice of PBC along the z-coordinate allows using the graphite struc-
ture as an effective wall from the two ends of the electrolyte phase. A negative electric charge of −1.25× 10−2 e 
is assigned to the carbon atoms at the graphite/electrolyte contact surface implying a total surface charge of −2 e 
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homogeneously distributed over the 3.5× 3.5 [ nm2 ] surface, and thus a charge density of σ = 3.1 µC
cm2

12,13. This 
value implies a voltage difference in the order of ∼ 1 V between the electrode and the electrolyte if a charged 
infinite plane model is assumed for the potential drop between the electrode and the electrolyte12,13. The excess 
surface charge is compensated with a uniform positive background to ensure electroneutrality. The restriction 
to a uniform fixed charge on the electrode is justified as the electrode response to local charge fluctuations is 
not expected to significantly affect the results37–39. The cut-off scheme used for the MD-integration consists of 

Figure 1.   Coordination criteria for the reaction network. The pathway is based on13 and earlier related works25. 
(a) For the first reduction of EC one Li+ must be coordinated to the carbonate group (the distance measured 
with respect to the double bonded oxygen) and the EC must be within 1 nm from the contact plane. (b) For 
the formation of EDC2− the carbonate anion must coordinate to the ethene group with two additional Li+ 
coordinations. (c) For the formation of BDC2− the criterion is the distance between the two carbons of the 
ethene group of oEC− (in addition to two coordinated Li+ ). (d) The second path for EDC2− formation is the 
coordination of the ethene carbon to the double bonded oxygen of the oEC− (in addition to two coordinated 
Lithium ions). In all cases (a–d) the threshold distance is set to the first minimum of the RDF of the 
corresponding species.

Figure 2.   Three-dimensional representation of the slab model. The critical distance from the electrode for the 
occurrence of reduction reactions is indicated with a dashed blue line. In this representation the cell extension 
along the z-direction is reduced for visual convenience.
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the Verlet algorithm within a discretization time of 1 fs . The non-bonded Coulomb forces were computed based 
on the particle mesh Ewald summation scheme (PME) with a Coulomb cut-off of 1.6 [nm]28. Charge neutral-
ity is imposed by a particle injection scheme to compensate the charger transfer reactions (see Supplemen-
tary Information). The temperature coupling algorithm used is the Nose-Hoover method28. Unless otherwise 
specified the reference temperature was set to T = 300 K . The hydrogen bonds were constrained based on the 
LINCS algorithm28. Based on an activation energy in units of kJ/mol the reaction rate in units of time is defined 
as ν = kBT

h × e
− Ea

kBT . The reaction probability is defined as the product of the reaction rate with the length of 
the MD-run. Assuming a barrierless reaction with Ea = 0 the highest rate following the definition would be 
6.12 ps−1 . The time between two reaction steps is set to τ = 10−1 ps in order to have a reaction probability 
smaller than unity. In total, N = 105 reaction steps are performed, corresponding to a total run time of the MD 
simulations of ∼ 10 ns . The input values used for the reaction barriers Ea are derived from our previous work13 
based on DFT-optimizations of solvation configurations and a brief summary and comparison to the experi-
mentally known reduction potential of EC are given in the Supplementary Information.

Results
Pre‑reactive simulations
We first consider the radial distribution function (RDF) of the Li+ cations with the PF6− anions and the EC 
molecule. The reference point for the EC/Li+ RDF is defined as the double bonded oxygen, and for the PF6−/
Li+ RDF the reference point is defined as the phosphorus atom. In the two cases we recognize in Fig. 3a a well-
defined first peak going from about 0.2 nm to 0.35 nm before the saturation. The area under the first peak of the 
EC(O)/Li+ RDF results in a coordination number equal to 4.1 in agreement with the literature40,41. This large 
value reflects the solvation of Li+ by 4 EC molecules and is a consequence of using a high polarity molecule as 
the only solvent, while the lower height of the first peak in the PF6−/Li+ RDF reflects the well-dissolved struc-
ture of the salt. A further important property is the density distribution within the liquid phase along the slab 
direction. In the density distribution of the three species (EC, Li+ and PF6− in Fig. 3b) we observe three well-
pronounced peaks starting at the contact plane ( z = 0 ) and decaying to a constant value corresponding to the 
bulk electrolyte density around a distance of z = 3 nm from the contact plane. The bulk density is estimated to 
a value of 1.38 g/cm3 and is as expected slightly above the reference value 1.32 g/cm3 of the pure solvent42. The 
observed peaks reflect the ordered layers of the liquid phase and are qualitatively in line with the familiar struc-
ture of the solid-liquid interphase density distribution43–45. The excess of Li+ compared to PF6− within z = 3 nm 
is explained by the negative surface charge of the carbon atoms and is reminiscent of the electric double layer 
(EDL) structure46–49. The overlap seen in the Li+ and PF6− peaks might indicate formation of ionic pairs at the 
interface and is in qualitative agreement with observations in50. The charge within z = 3 nm is calculated from 
the difference in area under the Li+ and PF6− distributions and corresponds to +1.9 e , thus effectively screening 
the surface charge −2 e within z = 3 nm . Assuming a surface charge σ = 3.1 µC

cm2 at the graphite is equivalent to 
an applied voltage of φ = zσ

ǫ0
∼ 1 V , the resulting capacitance from the charge accumulated in the electrolyte is 

roughly equivalent to σ
φ
∼ 3.1 µF

cm2 , thus in agreement with the literature51.
Further we briefly comment on the dynamic properties of the Li+ within the electrolyte phase. In order to 

verify the effect of the density alternations near the contact plane on the diffusivity we calculate the diffusion 
coefficients from Li+ trajectories labeled with respect to the z-coordinate. To account for the drift of Li+ along 
the slab direction due to the electrode we subtract the mean displacement from the MSD such that the shift is 
removed52. From the mean squared displacement (MSD) vs time plotted in Fig. 4a we recognize a sub-diffusive 
behaviour indicated by the lack of strictly linear MSD vs time relation. An upper estimate of the diffusion coef-
ficient is obtained from the slope of a time-linear function corresponding to the MSD in the last time window, 
as the onset of the diffusive regime is expected after the simulated time. The deviation from the strictly linear 

Figure 3.   (a) Radial distribution function (RDF) of Li+/EC(O), Li+/PF6−(P) and Li+/Li+ . (b) Density 
distribution along the slab direction for Li+ , PF6− and EC. The excess of Li+ within z = 3 nm corresponds to 
the negative surface charge on the graphite surface.
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relation is due to the longer time needed for the onset of diffusive scaling due to the presence of the electrode. 
The estimated slope corresponds to a diffusion constant of D = 5× 10−5 nm2

ps  (dashed lines in Fig. 4a) and is in 
the correct order of magnitude of the reported diffusivity of carbonate electrolytes53. In Fig. 4a,b we can see a 
drop of the diffusivity for small values of z, reflecting the effect of the free energy barriers at the solid surface52. 
The drop of diffusivity can be traced to the density alternations due to the layering shown in Fig. 3b. While this 
effect is most pronounced for the z-MSD (a decrease by a factor of 2), the slight anisotropy of the xy-MSDs close 
to the electrode likely reflects the anisotropy of the edge plane of graphite.

Reactive simulations
Having highlighted the properties of the graphite/carbonate model, we now turn to the decomposition kinet-
ics. In Fig. 5a we show the total number of each radical and end-product molecular species as a function of 
time for T ∼ 10 ns . Starting from the initial configuration of the pure EC system, we can see that the products 
concentration is steeply increased within the first stage of ∼ 10−2 ns to reach a flat profile at longer times. The 
flattening of the profile after the initial stage is indicative of the onset of a regime where no valid reactive Li+/EC 
clusters are found and the reactive clusters need to be reactivated through diffusive processes. The two condi-
tions for the occurrence of the first reduction reaction consist of one EC located within a distance of 1 nm from 
the electrode surface and one Li+ coordinating to that EC. Since the number of EC molecules adsorbed at the 
electrode surface was only slightly changed due to the reactions, the rate limiting process for the first reduction 
corresponds to the coordination of Li+ to EC and therefore also the flux of Li+ from the bulk electrolyte to the 
reaction volume. We remark that for a diffusion constant of D = 5× 10−5 nm2

ps  and a time window of T = 1 ns 
the displacement of Li+ should be expected to be within the range of 1 nm , thus the diffusive flux of Li+ into 

Figure 4.   (a) Mean squared displacement (MSD) of Li+ within 1 nm from electrode. (b) Mean squared 
displacement (MSD) of Li+ at 5 nm from electrode. Close to the surface the MSD along xyz coordinates is not 
identical and a drop in the z-diffusivity is seen. In both plots the dashed lines represent the linear fits to the MSD 
in each direction (as upper estimations of the diffusivity due to the lack of strictly linear (diffusive) regime) and 
the solid lines represent the MSD.

Figure 5.   (a) Total number of radical-and end-product molecules as a function of time during T ∼ 10 ns of 
reactive simulations. The molecule number for EC was re-scaled for visual convenience (in Fig. 9 (a) the data is 
shown in more detail without re-scaling). (b) Density distribution along the slab averaged over T = 100 ns of 
post-reactive simulations.
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the reaction volume is not expected to contribute significantly to the reactivation of the EC reduction within 
the initial stage. Nevertheless, in Fig. 6a we show that the Li+ number within the half unit cell containing the 
reaction volume shows a clear increase as a function of time after the initiation of the first reaction. We inter-
pret this as a migration of Li+ to the electrode driven by the excess of the negative charge transferred to the EC 
molecules in the first reaction. Figure 6b shows the time dependence of the electric charge within the reaction 
zone, indicating that the charge density within this region is initially decreased to negative values due to the 
reactions and then restored to charge-neutrality via the ionic flux. Thus, the transition from a high slope to a low 
slope in the turnover rate is characteristic of a transition from an activation limited to a diffusion or migration 
limited reduction kinetics. A further important observation is that the coordination of negatively charged cEC− 
radicals to Li+ results in the formation of stable neutral and negatively charged (LiEC), (LiEC2)− and (LiEC3

)2− bidentate and tridentate geometries (see Supplementary Fig. S4) prior to the onset of the ionic flux of Li+ 
to the electrode. Since these complexes hinder the coordination of further EC molecules to Li+ , the formation 
of these stable geometries effectively results in a rate-limiting step prior to the onset of the Li+ ionic flux to the 
electrode (see Figs. 7a–c and 8a–d).

In order to explore the dependence of the observed growth kinetics on the charge transfer rate, the reactive 
simulations have been performed by varying the activation energy on a linear scale from 0 to 16 kJ/mol (see 
Supplementary Information), corresponding to rates 6.12 ps−1 , 2.1× 10−1 ps−1 , and 7× 10−3 ps−1 in units 
of time (Fig. 9a). Remarkably, the observed reduction-induced flux of Li+ ions to the electrode presented in 
Fig. 6a shows considerable sensitivity with respect to the charge transfer rate, thus underlining the crucial role 
of electro-neutrality for the observed effective reaction rates.

Continuing with the subsequent reactions, we observe that for the case of cEC− a tipping point is reached at 
an earlier stage due to the termination reactions where the oEC− is either fragmented to the doubly charged car-
bonate anion CO2−

3  and C 2H4 or a dimerization has taken place where two oEC− are condensed to yield BDC2− 
or EDC2− dimers. In Fig. 5b we show the z-density distribution of each molecular species. We can distinguish 
between two types of profiles; while the two dimer-like end-products show a broad peak around z = 7 nm away 
from the electrode, lithium carbonate has sharper density distribution with a peak located closer to the electrode. 
The broad profile of the dimer species is due to the diffusion and migration of the radical cEC− away from the 
electrode, implying that the dimerization reactions do not only occur near the electrode. On the other hand, the 
sharper density of lithium carbonate could be explained by its relatively small solubility. Overall the qualitative 
aspects of the formed layer are in line with the general understanding of a dense inorganic layer at the electrode 
side and organic compounds at the electrolyte side (see Fig. 10a–d).

The temperature dependence of the time-evolution of the Li2EDC is shown in Fig. 9b. Faster kinetics are seen 
for higher temperatures, which is consistent with the Arrhenius definition of the elementary rates. In Fig. 9b we 
can again distinguish between two different time windows where the growth rate shows two different variations 
as a function of temperature. These two variations are in qualitative agreement with the previous finding of the 
transition from a reaction-limited growth kinetics to a diffusion limited regime. In Fig. 9b the time axis was 
scaled as the square root of time to indicate the transition to the diffusion-limited regime suggested by the linear 
relation Li2EDC yield ∼

√
t  . From the yield rates ṅEDC for the two temperatures T = 300 K and T = 450 K 

the activation energy is estimated as E ∼ 3 kJ/mol . We note that the temperature dependence of capacity fad-
ing rates reported in experimental works based on cycling experiments is often identified with the temperature 
dependence of the growth rate of the SEI (see Supplementary Table S4 and references therein). In the indicated 
references an activation energy within the range of 30−50 kJ/mol was identified based on the slope of the loga-
rithmic rate of capacity loss versus the inverse temperature. Although making quantitative comparisons with 
these results goes beyond our scope due to the short simulation-time and the possibly related transient effects, 
it is in principle possible to explore the µs range within our framework and this could be therefore done in 
future work, thus providing a mechanistic framework for investigating thermally activated SEI growth processes. 

Figure 6.   (a) Li+ number within the half simulation box for the three scanned reduction rates 6.23/ps, 0.021/
ps and 0.007/ps. The increase in the Li+ number is suggestive for a migration flux due to the reduction reactions. 
Remarkably, the Li+ flux after the first reduction reactions strongly depends on the reduction rate. (b) The 
integrated electric charge within 1nm from the electrode for the three different rates.



7

Vol.:(0123456789)

Scientific Reports |        (2024) 14:10281  | https://doi.org/10.1038/s41598-024-60063-0

www.nature.com/scientificreports/

Overall, the results of our simulations suggest the onset of a Li+ flux to the electrode as well as the formation of 
(LiEC2)− and (LiEC3)2− complexes as rate limiting factors within the ns time-scale.

To explore the kinetics somewhat more quantitatively, we specifically analyse the number of EC molecules 
in the reaction cell, defined by the distance of at most 1 nm from the electrode. Again the elementary electron 
transfer rate has been systematically varied. As seen in Fig. 11a, the reduction rate is effectively reduced to con-
siderably smaller values at longer times due to the observed diffusion and migration effects. For a quantitative 
comparison of the effective rates, we have calculated the normalized rate νeff = ˙nEC

nEC
 by extracting the numerical 

time-derivative from the EC molecular number from Fig. 9a normalized by the EC number within the reaction 
cell shown in Fig. 11a. The result is shown in Fig. 11b. For short times the effective rates are proportional to the 
elementary rates (dashed lines). The difference expresses the necessity of the presence of a nearby lithium ion 
to perform a reaction. After the initial transient regime a transition to the “diffusion-controlled regime” can be 

Figure 7.   (a) Snapshot of the velocity field of the initial configuration. The small blue arrows indicate the EC 
solvent molecules, the green arrows indicate the Li+ cations, and the orange arrows correspond to the PF6− 
anions. (b) Snapshot of the velocity field after the initiation of the first reactions in the reactive simulations. A 
tendency of orientation toward the electrode is seen for the Li+ cations while the opposite for PF6− . (c) A steady 
regime is reached where the ionic flux is removed.

Figure 8.   (a) An example snapshot of a coordination structure within the pre-reactive simulation. The green 
point indicates a Li+ cation, the purple indicates PF6− anions, and the small blue points correspond to the 
double bonded oxygen atom of each EC molecule. Li+ coordinating to 4−6 EC molecules. (b) Same as (a). (c) A 
snapshot from reactive simulations after the initiation of the first reactions. The orange points indicate the closed 
radicals cEC− . (LiEC2)− clusters with the positive charge located in the middle between the two negative charges 
of the two radical anions. (d) Same as (c) after ∼ 100 ps . In addition one can recognize the formation of (LiEC3

)2− cluster with a trigonal geometry.
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observed, where the elementary electron transfer rate has little influence and the effective reaction rate is limited 
by the available number of Li+ ions.

Post‑reactive simulations
In the previous section the emphasis was on the growth dynamics of the passivation layer and the underlying 
mechanisms. We now consider the structures generated from the reactive simulations and focus on how they 
compare to the baseline electrolyte. Previous work addressing this question relied on manual generation of 
amorphous or crystalline structures of known passivation film components, such as Li2BDC and Li2EDC, and 
attempted to infer conductivity or activation energies from these structures54–56. Remarkably, the authors showed 
that the diffusivity and activation energy of Li+ within Li2EDC compares well with experimental measurements of 
the conductivity of synthetic SEI compounds54. Although this has allowed a precise interpretation of the conduc-
tion properties of passivation layers, a drawback of that procedure is the manual generation of the amorphous 

Figure 9.   (a) Dependence on initial electron transfer rate. The activation energy is linearly varied between 0 to 
16 kJ/mol . The time-dependence of the total number of EC molecules is shown, respectively. (b) Dependence 
on temperature. The plot shows faster degradation kinetics for higher temperatures, thus indicating thermally 
activated passivation film growth dynamics.

Figure 10.   Side view of the slab at various stages of the SEI growth. The simplified representation shows each 
molecular species represented by one scatter point. (a) Complete simulation box at the end of the simulation, 
(b–d) Same as (a) at different times. Shown is the regime close to the electrode.
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or crystalline structures of the passivation film components. An important aspect of our work is to allow deriv-
ing these structures based on the initial liquid electrolyte structure. In order to illustrate this in more detail, we 
show the potential of mean force (PMF) based on the RDFs of Li+ with the decomposition products during the 
reactive simulation in Fig. 12a. A remarkable distinction with respect to the Li+/EC PMF is that the depth of 
the first minimum is considerably increased. We suggest that this increase in the barrier depth is caused by the 
stabilizing ionic forces between the Li+ and the negatively charged degradation products. In order to explore the 
effect of this increased binding affinity on the dynamic properties, we show in Fig. 12b the time-dependence of 
the Li+ MSD labeled with the corresponding coordination environment. It can be seen that EDC2− and BDC2− 
coordinated Li+ s show a slower diffusion compared to Li+/EC structures. Importantly, the labeled structures (Li+ 
coordinated to CO2−

3  , EDC2− and BDC2− ) were observed to be stable within the time window used for calculating 
the MSD (Fig. S7 in Supplementary Information), thus implying a well-defined structure-dynamics correlation. 
Overall the observations qualitatively agree with the result that the SEI-activation energy is considerably larger 
than the activation of the carbonate liquid electrolyte (see Supplementary Table S4).

Discussion
We have investigated SEI-formation reactions within a time-scale of few nanoseconds based on our rs@md 
simulation of the graphite/carbonate electrolyte model. Prior to the reactions the structural and dynamic prop-
erties of the model were consistently validated in terms of the baseline density and the diffusivity values. We 
have suggested the formation of negatively charged Li+/EC− structures as well as the flux of Li+ s from the bulk 
electrolyte to the electrode as rate limiting steps for the EC reduction reaction. The effect of the Li+ flux or 

Figure 11.   (a) Number of EC molecules in analogy to Fig. 9a but restricted ot a range within 1 nm from the 
electrode (the reaction cell). (b) Comparison of the effective reaction rate with the initial electron transfer rate. 
The effective rate is calculated from the slope of EC number vs time normalized by the EC number within the 
reaction cell. To reduce the fluctuations the time-axis is logarithmically binned. The negative effective rate − ˙nEC

nEC
 

is shown for a logarithmic y-axis.

Figure 12.   (a) Potential of mean force (PMF) based on the logarithmic radial distribution functions (RDF) 
of Li+ with the reaction products CO2−

3  , BDC2− , EDC2− , cEC− and oEC− . Compared to the Li+/EC PMF, the 
depth of the first minimum is increased by a factor of 5−7 , reflecting a stronger binding affinity. (b) MSD vs 
time for Li+ coordinated the product species. The MSD labeled with Li+/EC coordination was extracted from 
pre-reactive simulations of the baseline system (see also Fig. 4), while the remaining MSDs were extracted from 
post-reactive MD runs.
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“concentration polarization” was observed at high reaction rates. Since concentration polarization occurs in 
general at much longer times, this could be a consequence of the relatively large electron transfer rates used in 
our simulation. Nevertheless, our results give insights into the role of electro-neutrality and the structure of the 
EDL in determining the effective rates. Our results were based on the Li+ injection scheme accounting for the 
charge transfer reactions at the interface to maintain electro-neutrality. Importantly, the surface charge at the 
graphite anode was assumed to be fixed in our simulations and a treatment accounting for charge fluctuations 
at the electrode surface due to the reactions could be considered in future work to account for the proper volt-
age dependence of the decomposition process57–59. As the elementary electron-transfer rates were chosen based 
on the accessible time-range of our simulation, the derivation of these elementary rates from more rigorous 
frameworks (i.e Marcus theory) would be viewed as complementary to our work. Overall, our work shows how 
gas-phase energy barriers can be used to derive liquid-phase reaction rates based on the rs@md framework. The 
implications of the changed chemical environments on Li+ diffusivity and coordination was also discussed. Next 
steps could be the consideration of more complex or more realistic electrolyte formulations, with the attempt of 
identifying the functionality of known additive compounds and their effect on the calculated growth rates. Using 
the derived structures to calculate observable mechanical properties (i.e bulk modulus) could also be of interest.

Data availibility
Source code and data can be obtained from the corresponding author upon request.
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