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A secure and highly efficient 
blockchain PBFT consensus 
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trading
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There are a series of challenges in microgrid transactions, and blockchain technology holds the 
promise of addressing these challenges. However, with the increasing number of users in microgrid 
transactions, existing blockchain systems may struggle to meet the growing demands for 
transactions. Therefore, this paper proposes an efficient and secure blockchain consensus algorithm 
designed to meet the demands of large-scale microgrid electricity transactions. The algorithm 
begins by utilizing a Spectral clustering algorithm to partition the blockchain network into different 
lower-level consensus set based on the transaction characteristics of nodes. Subsequently, a dual-
layer consensus process is employed to enhance the efficiency of consensus. Additionally, we have 
designed a secure consensus set leader election strategy to promptly identify leaders with excellent 
performance. Finally, we have introduced an authentication method that combines zero-knowledge 
proofs and key sharing to further mitigate the risk of malicious nodes participating in the consensus. 
Theoretical analysis indicates that our proposed consensus algorithm, incorporating multiple layers 
of security measures, effectively withstands blockchain attacks such as denial of service. Simulation 
experiment results demonstrate that our algorithm outperforms similar blockchain algorithms 
significantly in terms of communication overhead, consensus latency, and throughput.

Keywords  Blockchain, Distributed energy trading, Consensus algorithm, Spectral clustering, Zero-
knowledge proof

Microgrids1–3 play a pivotal role in enhancing energy sustainability, ensuring energy security, improving grid 
stability, enhancing energy efficiency, and promoting environmental sustainability. They are crucial for real-
izing the vision of sustainable energy4,5. According to a recent research report published by the international 
market research firm Markets and Markets, the global microgrid market was estimated to be approximately 
$24.6 billion in 2021, and it is projected to increase to $42.3 billion by 2026, with a compound annual growth rate 
(CAGR) of 11.4% during this period. As microgrid energy technologies continue to mature and energy consum-
ers actively engage in microgrid electricity transactions6–8, new opportunities and challenges have emerged in 
this field. When energy consumers actively participate in microgrid electricity transactions, the opportunities 
lie in enhancing energy independence and promoting sustainable development. However, this also brings about 
regulatory complexities9, interoperability requirements10, data privacy concerns11,12, and challenges related to 
supply-demand balance13.

Research on microgrid transactions based on blockchain technology has attracted the attention of many 
researchers14,15. Reference16 uses blockchain technology as a distributed data storage technology to deal with 
some problems caused by the continuous expansion of the scale of distributed power generation microgrids, 
and proposes a two-layer framework for multi-microgrid energy transactions based on blockchain to facili-
tate transactions. In research17, it explores the possibility of developing blockchain-enabled smart microgrids 
(BSMG). It aims to build a conceptual framework of BSMG, including the transaction protocols and process 
flows. Reference18 leverages the advantages of blockchain in proposing a secure energy trading platform for all 
parties involved. Coupled with certificateless signcryption, an immutable energy trading market is designed, and 
its use case is applicable in smart cities. Blockchain technology19–21 is an emerging technology that has garnered 
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significant attention due to its decentralized and trustless characteristics. With the help of smart contracts, block-
chain technology can facilitate automatic execution of transactions while ensuring transparency in transaction 
information and immutability of transaction data. The integration of blockchain technology with microgrid 
transactions holds the potential to address the opportunities and challenges mentioned above to some extent. 
In terms of opportunities, blockchain technology can enhance energy autonomy within microgrids, promote 
sustainable energy development, and support decentralized energy markets, allowing stakeholders to engage in 
autonomous transactions. Additionally, it can provide more transparent transaction records, making it easier for 
regulatory authorities to monitor energy transactions22–24, promote interoperability between different microgrid 
systems, and safeguard user energy data privacy25,26. However, microgrid transactions are typically characterized 
by high-frequency and low-value transactions, which pose some challenges when integrating with blockchain 
technology. One of the key challenges involves the consensus algorithm of the blockchain27–29, which is tasked 
with ensuring transaction validation and their addition to the blockchain. Inefficient consensus algorithms 
can lead to a series of issues. Firstly, it can limit the number of transactions that can be processed per second, 
potentially leading to transaction congestion, especially in the case of high-frequency transactions. Secondly, it 
can prolong transaction confirmation times, which may affect scenarios in microgrids where real-time transac-
tions are required. Additionally, inefficient consensus algorithms may not align with the sustainability goals of 
microgrids, leading to unnecessary energy consumption. Most importantly, inefficient consensus algorithms may 
increase the risk of the system being vulnerable to attacks such as double-spending attacks or denial-of-service 
attacks, as attackers can easily push the network to its limits, reducing performance, or causing system fail-
ures. Therefore, when integrating blockchain technology with microgrid transactions, choosing an efficient and 
secure blockchain consensus algorithm is of paramount importance. Efficient consensus algorithms contribute 
to improving the performance and efficiency of blockchain-based microgrid transaction systems, making them 
more suitable for handling high-frequency, small-value transactions, and providing users with superior services.

PBFT (practical byzantine fault tolerance)30 is a highly suitable blockchain consensus algorithm for microgrid 
transactions, offering several advantages. These advantages include providing both real-time and eventual con-
sistency, adaptability to high-frequency small-scale transactions, high security, and resilience against Byzantine 
faults. These features enhance the trustworthiness and resistance to attacks of microgrid transaction systems. 
However, it should be noted that as the number of nodes within the microgrid increases, the communication 
overhead of PBFT also escalates significantly, which can potentially lead to a decrease in blockchain system per-
formance. To address the aforementioned challenges, this study introduces a sharding-based Practical Byzantine 
Fault Tolerance algorithm tailored for microgrid transactions, referred to as S-PBFT (Practical Byzantine Fault 
Tolerance Based on Sharding), building upon the PBFT consensus algorithm. S-PBFT is a blockchain consensus 
algorithm that is highly suitable for microgrid transactions, offering a comprehensive solution to various chal-
lenges encountered in microgrid transactions. S-PBFT employs a comprehensive authentication scheme that 
combines the Schnorr protocol with the Diffie-Hellman (DH) key exchange algorithm to authenticate node 
identities while safeguarding their privacy information. Furthermore, by Spectral clustering nodes based on their 
historical transaction characteristics and involving these clusters as lower-level consensus sets in the consensus 
process, it enhances the reliability of consensus. The election strategy for consensus set leaders is also designed 
based on the historical transaction behavior of nodes, thereby reducing the involvement of Byzantine nodes. 
Finally, S-PBFT employs a dual-layer consensus process where the lower-level consensus set performs local con-
sensus, while the upper-level consensus set conducts global consensus on the consensus results. This approach 
reduces the burden on network communication, reduces the time required for consensus, and enhances the 
system’s throughput and security. The goal of S-PBFT is to provide an efficient and secure consensus algorithm 
to meet the demands of large-scale microgrid electricity transactions while ensuring real-time responsiveness 
and adaptability of the system. The main contributions of this research can be summarized as follows:

(1)	 Introduced an efficient and secure consensus model tailored for blockchain-based microgrid electricity 
trading scenarios. This model incorporates a layered architecture consisting of several critical phases, 
including registration, preparation, two-tier consensus, and leader election updates;

(2)	 Introduced the S-PBFT consensus algorithm, comprising the collaborative efforts of multiple sub-algo-
rithms, such as the key negotiation algorithm based on zero-knowledge identity authentication, the con-
sensus set partitioning algorithm based on Spectral clustering, the consensus set leader election algorithm, 
and the dual-layer consensus process;

(3)	 Performed a detailed security analysis of the proposed consensus algorithm and evaluated the algorithm’s 
performance through comparative experiments. The experimental results demonstrate that, compared to 
existing algorithms, S-PBFT outperforms in the context of blockchain-based microgrid electricity trading 
scenarios.

The organizational structure of this paper is as follows: Sect. “Related work and preliminary knowledge” 
introduces related work and preliminary knowledge. Sections “Blockchain-based distributed power transac-
tion consensus model” and “Design and implementation of S-PBFT consensus algorithm” explain the proposed 
methodology of this research. Section “Security analysis” discusses the security aspects of the study. Section 
“Performance analysis” discusses the experimental setup and simulation results. The conclusion and future 
directions are provided in Sect. "Conclusion".
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Related work and preliminary knowledge
Related work
Currently, research on blockchain consensus algorithms for microgrid power trading is relatively limited. Given 
that nodes in microgrids are susceptible to attacks and may exhibit malicious behavior, consensus algorithms with 
BFT (Byzantine Fault Tolerance) capabilities are more suitable for microgrid power trading scenarios compared 
to other algorithms. The PBFT (Practical Byzantine Fault Tolerance) algorithm is renowned for its real-time per-
formance, eventual consistency, high security, and resistance to attacks, making it highly suitable for microgrid 
transaction scenarios. However, as the number of nodes within the network increases, the performance of the 
PBFT algorithm rapidly deteriorates. Therefore, a significant number of researchers have made improvements 
to the PBFT algorithm to address this issue.

Reference31 introduced the ABC-GSPBFT algorithm (artificial bee colony-group scoring PBFT), which 
incorporates a group scoring mechanism and artificial bee colony optimization into the consensus process. This 
algorithm employs an artificial bee colony algorithm to preselect reliable nodes for consensus, utilizes a group 
scoring mechanism to dynamically update consensus nodes, simplifies the PBFT algorithm’s submission phase, 
reduces consensus latency and communication overhead, and enhances the dynamic performance and consen-
sus efficiency of flight data sharing. Reference32 introduced the ULS-PBFT (ultra-low storage PBFT) consensus, 
which minimizes storage overhead by hierarchically grouping nodes to limit storage costs within each group. This 
approach enables PBFT-based blockchain systems to be deployed in large-scale network scenarios. Reference33 
divided large-scale network nodes into different consensus groups based on response time and conducted group 
consensus. They also designed a related credit model and voting mechanism for dynamic updates of consensus 
nodes. The proposed P-PBFT algorithm (Placeholder for P-PBFT) effectively addresses issues such as high latency, 
high system overhead, and support for smaller-scale applications in the context of combining pharmaceutical 
traceability with blockchain technology. Reference34 introduces the probability language term set with confidence 
intervals (PLTS-CI) for the practical Byzantine Fault Tolerance (PBFT) consensus mechanism. This terminology 
is used to express uncertain and complex voting information among nodes during leader election. The approach 
employs sophisticated decision attitudes to select the highest-scoring nodes, thereby effectively improving the 
efficiency of achieving consensus. Reference35 addresses the limitations of delay, transaction frequency restric-
tions, and severe block congestion in the vehicular ad-hoc network consensus process. It introduces a fast and 
intelligent consensus mechanism called R-PBFT. Experimental results demonstrate that R-PBFT outperforms 
state-of-the-art methods and is resilient to various attacks. Reference36 presents an improved blockchain consen-
sus algorithm using a genetic algorithm-based approach. It designs fitness functions for blockchain nodes and 
applies a genetic algorithm to iteratively generate consensus node groups with superior performance metrics. 
By selecting high-performance nodes, the algorithm enhances the speed and efficiency of consensus, block gen-
eration, and computation while maintaining reliability with a limited number of consensus nodes. Reference37 
introduces a main node selection method based on node reputation evaluation. It selects main nodes according 
to their reputation values, and the use of node reputation in determining node identities reduces the likelihood 
of main nodes being erroneous nodes. This approach results in fewer communication instances and lowers 
communication overhead during the process. Reference38 introduces the hierarchical practical byzantine fault 
tolerance (H-PBFT) consensus algorithm. It divides the consensus of the entire network into multiple sub-layers, 
reducing communication complexity and enhancing fault tolerance. This improvement enhances the scalability 
of the blockchain, enabling it to efficiently support large-scale nodes for transmission and communication. 
Reference39 proposes a lightweight blockchain algorithm based on secure practical byzantine fault tolerance 
(PBFT) consensus for healthcare applications, considering the limited computational power of IoT devices in IoT 
environments. It uses a feature trust model and verifiable random functions (VRF) to randomly select a primary 
node from a group of trusted consensus nodes, improving consensus efficiency and system security. Reference40 
introduces a consensus mechanism that combines PoS (proof of stake) with PBFT (practical byzantine fault 
tolerance). While maintaining high performance, it effectively handles dishonest nodes. The model uses trust 
scores and reward mechanisms as key components of the block validation and ordering process to incentivize 
honest behavior. Performance is evaluated using an analysis model of a semi-Markov process, demonstrating 
that consensus efficiency can be maintained even in scenarios with a high likelihood of dishonest node behavior. 
The above-mentioned research has made significant advancements, but these optimization methods have yielded 
relatively modest improvements in performance, making it challenging to meet the high throughput require-
ments of energy transactions in microgrid environments. Therefore, there is an urgent need for an efficient and 
secure blockchain consensus algorithm to meet the characteristics of high-frequency transactions in microgrids.

Preliminary knowledge
Blockchain technology
Blockchain technology is essentially built upon microgrids, decentralization, secure encryption, and consensus 
mechanisms. Its primary objective is to establish a trustworthy, transparent, and tamper-proof data recording 
and transaction system. It provides new solutions for applications across various fields, fundamentally altering 
the operation of traditional centralized systems. Based on permissibility, blockchain can be categorized into two 
types: permissioned blockchains and permissionless blockchains. These two types of blockchains have different 
advantages and uses in microgrids, and Table 1 compares the characteristics of these two types of blockchains.

Permissioned blockchains offer several advantages in microgrids, including more flexible permission manage-
ment, enhanced data privacy protection, and ease of meeting regulatory compliance requirements. For example, 
microgrid systems can use permissioned blockchains to ensure that only authorized participants can manage the 
flow of electricity, thereby enhancing security and controllability. Furthermore, permissioned blockchains can 
offer more robust data privacy protection mechanisms, ensuring that sensitive information remains inaccessible 



4

Vol:.(1234567890)

Scientific Reports |         (2024) 14:8300  | https://doi.org/10.1038/s41598-024-58505-w

www.nature.com/scientificreports/

to unauthorized individuals. Most importantly, permissioned blockchains allow microgrid systems to more 
easily comply with regulatory requirements because they offer stronger authentication and regulatory tools. 
Applying permissioned blockchains to microgrids also helps simplify supply chain management, increase data 
transparency, and reduce the complexity of energy transactions, thereby bringing higher reliability and efficiency 
to microgrid systems. Therefore, this paper constructs a blockchain-based microgrid transaction system based 
on permissioned blockchains.

PBFT consensus algorithm
The PBFT algorithm is widely adopted in microgrid computing. Its primary objective is to ensure that even in 
the presence of node failures or malicious behavior within the microgrid system, the system can continue to 
operate smoothly and achieve consensus. PBFT has the capability to tolerate (Byzantine) node failures or mali-
cious behavior, allowing for as many as N/3 nodes in the microgrid system to be Byzantine nodes, where N is 
the total number of nodes participating in the consensus process. The PBFT algorithm consists of a consensus 
protocol, a checkpoint protocol, and a view-change protocol. The consensus protocol is used to ensure that nodes 
agree on the order of transactions, the checkpoint protocol is used to maintain a snapshot of the system’s state, 
and the view-change protocol is used to handle failures of Byzantine nodes. The consensus process of PBFT is 
illustrated in Fig. 1.

Zero‑knowledge identity authentication
The Schnorr protocol is a cryptographic protocol and zero-knowledge proof mechanism used for digital signa-
tures and key exchange. It was proposed by Klaus Schnorr in 1991. The Schnorr protocol is known for not only 
its high security but also its excellent efficiency, flexibility, and privacy protection features. The Schnorr protocol 
allows the prover to claim knowledge of a certain key value x without revealing x itself to the verifier.

In this paper, the authentication scheme we use combines the Schnorr zero-knowledge identity proof and 
the Diffie-Hellman (DH) key exchange algorithm. The objective of this scheme is to ensure that nodes can verify 
the validity of other nodes’ identities without revealing private data. This scheme ensures privacy protection for 
identity verification based on public parameter information on the blockchain ledger. In terms of security, the 
authentication scheme relies on the discrete logarithm problem, making it highly secure. This comprehensive 
authentication scheme plays a crucial role in safeguarding privacy and ensuring security. It is expected to find 
widespread application in various scenarios.

Blockchain‑based distributed power transaction consensus model
Model description
The blockchain-based microgrid power trading consensus model proposed in this paper is illustrated in Fig. 2. 
The consensus model primarily consists of four entities: the microgrid operator, energy producers, energy 

Table 1.   Comparison between two types of blockchains.

Blockchain type Permissioned blockchains Permissionless blockchains

Node permission Requires authorized nodes Anyone can participate

Identity verification Nodes typically require verification No identity verification required

Participation in consensus Restricted participants Open participation

Control Managed by specific entity or organization No specific entity or organization in control

Privacy Emphasizes privacy and permission control Emphasizes openness and transparency

Consensus algorithm Uses efficient consensus algorithms Uses energy-intensive consensus algorithms

Figure 1.   PBFT consensus process.
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consumers, and regulatory authorities. Entities can communicate with each other, with energy producers and 
energy consumers considered as consensus nodes within the blockchain network. When energy producers and 
consumers request transactions, they must initiate transaction requests with the microgrid operator. After the 
transaction is completed, the transaction information stored in the blockchain is updated accordingly.

Microgrid operator
The microgrid operator is responsible for overseeing and managing the operation of the microgrid, which 
includes energy production, distribution, and maintenance. They could be energy suppliers, community organi-
zations, businesses, or government agencies.

Energy producers
Energy producers may include solar panels, wind turbines, small-scale gas generators, etc., responsible for gen-
erating electricity within the microgrid.

Energy consumers
Energy consumers are the end-users of the microgrid, using energy to meet household or business needs. They 
may also be energy producers.

Regulatory authorities
Government or industry regulatory bodies may need to oversee the compliance of the microgrid trading platform 
to ensure that transactions adhere to regulations and standards.

Lower 
consensus set

Lower 
consensus set

Lower 
consensus set

Lower 
consensus set

Upper consensus 
set

Data Data

DataData

message

message

message

message

Microgrid Operator

Ordinary Node(energy producers or 
energy consumers)

Leader Node(energy producers or 
energy consumers)

Regulatory Authority

Figure 2.   Blockchain-based microgrid power trading consensus model.
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Consensus process
To address the characteristics of high-frequency and small-value electricity transactions within microgrids, 
this paper introduces a practical Byzantine Fault Tolerance consensus algorithm called S-PBFT. S-PBFT, while 
maintaining efficiency and security, is capable of supporting large-scale electricity transactions within microgrids. 
The algorithm primarily consists of four phases, including registration, preparation, consensus, and election 
value update.

Registration phase
In the microgrid electricity trading network, energy producers and consumers are required to meet the eligibil-
ity requirements for electricity transactions. Before nodes can join the blockchain network, they must complete 
the registration process, which includes submitting a registration application to the regulatory authority. The 
regulatory authority is responsible for reviewing these registration applications to ensure that nodes meet the 
relevant criteria and regulations. Upon successful review, the microgrid operator will issue a unique identity 
certificate to the node and initialize the node’s information. This identity certificate serves as the node’s unique 
identity identifier within the blockchain network and plays a crucial role in subsequent identity authentication 
processes. This way, nodes can securely participate in the consensus and transaction activities within the electric 
power trading network after successfully passing the identity verification.

Preparation phase
In the preparation phase, the first step involves obtaining the wireless network coordinates of the nodes and 
Spectral clustering them into k lower-level consensus set using a Spectral clustering algorithm. Next, nodes 
within each consensus set will execute an authentication protocol to ensure the legitimacy of their identities and 
exchange necessary information with other nodes. Following that, based on the results of the election values, a 
leader node will be elected within each consensus set, and this leader node will become the leader of the lower-
level consensus set and collaborate with other leader nodes to form the upper-level consensus set. This process 
ensures that in the microgrid power trading network, nodes are effectively organized and categorized, and there 
is a leader node in each consensus set responsible for managing and coordinating the consensus process. This 
hierarchical structure helps improve the efficiency and reliability of power trading in the microgrid.

Dual‑layer consensus process phase
S-PBFT consensus is divided into two parts: the lower-level consensus set and the upper-level consensus set. 
In the lower-level consensus set, regular nodes reach consensus on the blocks proposed by the leader node of 
the lower-level consensus set. Once the lower-level consensus is successful, the leader node sends the block to 
the upper-level consensus set, and then this leader node guides the completion of consensus in the upper-level 
consensus set. Finally, the blocks achieved through consensus are broadcast by the rest of the nodes in the 
upper-level consensus set to each lower-level consensus set, where ordinary nodes validate and update their 
local ledgers. This process ensures the effective propagation of consensus and block validation, ensuring data 
consistency and security.

Election value update phase
Based on the nodes’ transaction behavior during this consensus, the election values are updated. In leader elec-
tions, factors such as transaction participation level, transaction capability, energy type preference, and trust-
worthiness score are typically considered. Based on these factors, nodes can calculate their election values and 
submit them to the consensus system to participate in leader elections. This helps ensure that the selection of 
leader nodes is based on the actual performance and contributions of each node, thereby improving the efficiency 
and reliability of the consensus system.

In S-PBFT consensus, each successful completion of consensus or consensus timeout triggers a view change 
to enter a new round of consensus. Typically, the consensus system sets a threshold (e.g. v rounds of consensus), 
and when this threshold is reached, it triggers a view change, initiating a new consensus cycle. Before the start 
of a new cycle, the consensus system typically reapplies the Spectral clustering algorithm to partition nodes into 
consensus sets. This process ensures that consensus can be achieved within a certain timeframe and number 
of rounds in the microgrid power trading network. It also allows for view changes under certain conditions to 
address potential consensus failures or timeouts. Repartitioning the consensus sets helps adapt to changes and 
dynamics in the network’s nodes, enhancing the robustness and performance of the consensus system.

Design and implementation of S‑PBFT consensus algorithm
To enhance the security and efficiency of blockchain consensus algorithms in microgrid power trading, the 
proposed S-PBFT consensus algorithm in this paper comprises four sub-algorithms: the authentication protocol, 
consensus set partitioning, dual-layer consensus process, and consensus set leader election strategy. Firstly, the 
microgrid operator employs a Spectral clustering algorithm to group users based on their transaction charac-
teristics, dividing the blockchain network into K consensus sets. Subsequently, nodes within different consensus 
sets use an authentication protocol combining zero-knowledge proofs and the DH algorithm to authenticate 
other nodes, ensuring that only legitimate nodes can participate in the consensus process. Subsequently, a lower-
level consensus set is randomly selected to complete the first round of the consensus process. After successful 
consensus, the leader node submits the consensus result to the upper-level consensus set, completing the second 
round of global consensus. After the two-level consensus, each node updates the blockchain ledger based on 
the consensus result. Finally, based on the historical transaction information of users, trusted consensus leaders 
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are elected within the consensus set. These leaders will be responsible for guiding the smooth completion of the 
consensus process. These sub-algorithms collaborate together to enhance the security and efficiency of microgrid 
power transactions.

Key negotiation algorithm based on zero‑knowledge identity authentication
The introduction of authentication protocols in consensus networks can provide security, reliability and per-
formance guarantees, ensure the legitimacy and credibility of nodes in the consensus process, and maintain the 
consistency of the system. In the S-PBFT algorithm, each node has a unique identity. Before a node participates 
in the consensus process, each node stores its own identity certificate on the blockchain. If a node wants to verify 
the validity of the identity of other nodes in the network, it can verify it by calling a smart contract. This article 
uses the Schnorr protocol for identity authentication. The Schnorr protocol uses a concise mathematical proof 
method that can achieve zero-knowledge proof with less calculation and communication. Select the DH key 
exchange algorithm for the key agreement mechanism. By using the DH algorithm, multiple nodes can safely 
generate shared keys without the need to share the keys in advance, thereby supporting secure communication 
and collaboration in distributed systems. Both Schnorr proof and DH algorithm are based on the discrete loga-
rithm problem, which is very powerful in terms of security and difficult to be cracked or attacked. The specific 
process is as follows:

(1)	 The transaction regulatory authority randomly selects a prime number p, satisfying that p-1 can be divided 
by a small prime number q. They also select a generator g, which is a primitive root modulo p. These param-
eters are then sent to Node i and Node j.

(2)	 Node i calculates the DH algorithm interaction parameter Yi = ga mod p based on its private key a,where 
0 < a < q. Node j similarly computes the DH algorithm interaction parameter Yj = gb mod p based on its 
private key b, where 0 < b < q.

(3)	 Node i selects a random number r1 and computes R1 = gr1 , z1 = r1+ ac1 , where c1 = H(r1 · Yi) is 
used for Node i ‘s Schnorr zero-knowledge proof. Node j selects a parameter r2 and calculates R2 = gr2 , 
z2 = r2+ ac2 , where c2 = H

(

r2 · Yj
)

 is used for Node j ’s Schnorr zero-knowledge proof.
(4)	 Node i sends the DH algorithm interaction parameters and the Schnorr zero-knowledge proof to Node j. 

Similarly, Node j sends the DH algorithm interaction parameters and the Schnorr zero-knowledge proof 
to Node i.

(5)	 Node i validates the effectiveness of the Schnorr proof. If the equation gz2 = R2 · Yc2
i  holds true, then the 

proof is valid. Node i computes the shared key K = Yib mod p . Node j validates the effectiveness of the 
Schnorr proof. If the equation gz1 = R1 · Yc1

i  holds true, then the proof is valid. Node i computes the shared 
key K = Yja mod p.

Consensus set partitioning based on spectral clustering algorithms
When a sufficient number of users are added to a blockchain network, it becomes crucial for nodes to be divided 
into different consensus sets to ensure the efficiency of the consensus algorithm. S-PBFT introduces a consen-
sus set leader election mechanism and a consensus set division strategy based on spectral clustering. Through 
spectral clustering, the blockchain network is divided into different consensus sets, each of which has consistent 
functionality and equal status in the network. Considering that the PBFT algorithm requires at least 4 nodes to 
execute, the number of nodes in each consensus set needs to be controlled, that is, n ≥ 4. In view of the fact that 
the PBFT algorithm will significantly increase the network traffic when the number of nodes is large, this article 
defines the node number threshold as n < N/k to ensure the efficient operation of the consensus network and 
reduce the load caused by the PBFT algorithm on the blockchain network.

Spectral clustering facilitates the division of nodes in a microgrid into different electrical subsystems, thereby 
optimizing and managing the operation of the microgrid. This partitioning refines the consensus process, making 
it easier for nodes within each subsystem to reach consensus, thus reducing the complexity and communication 
overhead of the consensus process. Additionally, spectral clustering can be utilized to detect anomalies and faults 
within nodes of the microgrid, aiding in the timely implementation of measures to maintain the stability and 
reliability of the microgrid, thereby enhancing the robustness of the consensus algorithm. The spectral cluster-
ing process is as follows:

(1)	 Assuming there are N nodes in the blockchain network, V represents all the nodes in the blockchain 
network (x1, x2, ..., xn, n=|N|). Taking N nodes as N vertices and E as the set of edges between vertices, an 
undirected full graph G = (V, E) can be formed.

(2)	 Define an adjacency matrix W =
[

α
(

xi, xj
)]

∈ R
N×N based on the nodes in the blockchain network, where 

xi and xj are node vectors, and a(xi, xj) represents the similarity, computed as follows.

where σ is the width parameter of the function. A larger value for parameter σ results in higher similarity between 
nodes. It should be adjusted based on the specific context and requirements.

(1)α
(

xi, xj
)

= exp

(

−

∥

∥xi − xj
∥

∥

2

2

2σ 2

)

,
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(3)	 The degree matrix is a diagonal matrix, and the values on the main line consist of the degrees of the cor-
responding vertices. Define the degree matrix D = diag(d1, d2, · · · , dn) , where di represents the sum of 
the weights of all edges connected to any vertex vi, i.e.

where wij represents the edge weight between vertex vi and vertex vj.
(4)	 For a graph G = (V, E) with n vertices, its Laplacian matrix is defined as L = D −W . Calculate the Lapla-

cian matrix L = D −W , and subsequently normalize Lsym = D− 1
2 LD− 1

2.
(5)	 Calculate the eigenvectors f corresponding to the k smallest eigenvalues of Lsym.
(6)	 Normalize the rows of the matrix composed of the individual feature vectors f to create the feature matrix 

F ∈ RN×k.
(7)	 Apply the k-means clustering algorithm to cluster each row r1, r2, · · · , rn in the matrix F, resulting in k 

node clusters A1,A2, · · · ,Ak.

Once all nodes within the blockchain network are partitioned into different consensus sets through spectral 
clustering, the blockchain network will elect reliable leader nodes in each consensus set as consensus nodes for 
the current consensus process, according to the leader election method outlined in Sect. “Consensus set leader 
node election”. Once consensus nodes are elected, the consensus set will remain fixed until the end of the current 
consensus round. If a consensus node withdraws from the consensus set during the consensus period, the node 
with the second-highest election value, based on the descending order principle outlined in Sect. “Consensus 
set leader node election”, will be selected as the new consensus node to participate in the consensus. After the 
current consensus round concludes, all nodes will redivide the consensus sets based on the results of the previ-
ous consensus round.

Consensus set leader node election
In S-PBFT, factors such as transaction participation level, transaction capability, energy source preference, and 
trustworthiness score are considered as the primary criteria for group leader elections. When selecting the initial 
leader node, a random node is elected as the leader node. Subsequently, new leader nodes will be elected based 
on a combination of factors, including the results of each round of transactions. The definitions of these factors 
are as follows:

Definition 1  The transaction participation level, denoted as B for a node, is a crucial metric that assesses the 
level of activity of the node in microgrid power transactions. It depends on the number of transactions in which 
the node has participated during past trading cycles. Assuming node I’s set of transaction participations is 
βi =

{

bi1, b
i
2, b

i
3, · · · , b

i
t

}

 , where bit represents the number of transactions node i participated in during transac-
tion cycle t, the transaction participation level B for each node is calculated as shown in Eq. (3):

where bmax
r  represents the maximum number of transactions across all nodes in the network during transac-

tion cycle s, serving as a measure of the overall network activity. δ is a decay coefficient smaller than 1, used to 
indicate that the influence of previous transactions on nodes gradually diminishes over time.

Definition 2  The transaction capability of a node, denoted as E, reflects its level of contribution to the operation 
of the microgrid electricity trading network. In the same trading period, smij  represents the transaction satisfaction 
of node i with respect to node j in the m-th transaction within that period, used to measure the satisfaction level 
between nodes in specific transactions.ermij  represents the estimated amount of electricity traded between node 
i and node j when signing a smart contract, while epmij  represents the actual amount of electricity transferred 
between node i and node j. smij  represents the transaction outcome between node i and node j, and its value can 
be obtained from the following Eq. (4):

If smij = 1 , it indicates that node i and node j have successfully completed a transaction, otherwise, if smij  = 1 , 
it signifies that the transaction between node i and node j has failed. Node’s transaction capability E can be 
calculated using Eq. (5):

In the above description, η is a decay factor less than 1, which serves to emphasize the importance of success-
ful transactions by node i in the most recent trading period. Specifically, this coefficient indicates that the most 
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N
∑
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t
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,
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.
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recent trading periods will carry a higher weight in assessing the volume of successful transactions by node i, 
while the impact of earlier trading periods on node i will gradually diminish.

Definition 3  Energy type preference G is a reflection of environmental protection requirements. Within a 
trading cycle, a node’s energy type preference is defined as the energy type that appears most frequently in 
transactions. The reference values for different energy types are shown in Table 2. These reference values can 
be adjusted according to specific circumstances in practical applications. For instance, it is possible to raise the 
reference value for hydropower to encourage more nodes to choose hydroelectric energy resources, meeting 
environmental demands. Such adjustments can be made based on the actual situation to reflect various prefer-
ences and demands in the energy market.

Definition 4  Trustworthiness score C, in the S-PBFT consensus algorithm, is a crucial metric for nodes in 
the microgrid power trading network. The trustworthiness score of each node is determined by its transac-
tion behavior in each trading cycle, and a unique global trustworthiness score is assigned to each node. In the 
microgrid electricity trading network, the global trustworthiness score of a node can be calculated using Eq. (6). 
This calculation process helps determine the level of trust each node has within the network, enabling them to 
participate more effectively in the consensus and leader election processes:

Ci represents the trustworthiness score of node i within the entire network, with Tji indicating node 
j’s reputation assessment of node i, and n denoting the total number of nodes in the network. Define the 
set T to represent node I’s credit assessment of other nodes in the microgrid power trading network, with 
T = {Ti1,Ti2. · · ·Tii − 1, Tii + 1, · · ·Tin} to initialize the set. If there were no transactions between node i 
and node j during a certain trading period t, then the value of Tji is 0. However, if transactions occurred, Tji can 
be calculated using Eq. (7):

where M represents the number of transactions between node i and node j during trading period t, and smij  
represents the transaction satisfaction of their m-th transaction.

Definition 5  Node election value H is used to assess the candidacy of node i when electing a leader node. The 
election value of node i can be calculated by comprehensively considering the previously mentioned election 
value factors and using Eq. (8). This election value helps determine whether node i is suitable to become a leader 
node, and its calculation method takes into account all relevant factors.

Once the computation of H values for all nodes is completed, the H values of nodes within different consensus 
sets will be arranged in descending order. The node with the highest H value will be selected as the leader node. 
Subsequently, if a consensus node withdraws or becomes disconnected, the node with the second-highest H 
value will be elected as the new consensus node, and the consensus process will continue.

S‑PBFT dual‑layer consensus process
In the blockchain network, participants are divided into K lower-level consensus sets. Before each consensus 
round, member nodes authenticate their identities using zero-knowledge proofs. Leader nodes are chosen based 
on the consensus set’s election strategy and publicly announce their identities within the network upon election. 
Other leader nodes verify the leader’s identity using a zero-knowledge proof authentication protocol. Finally, 
K leader nodes form the upper-level consensus set. In S-PBFT, lower-level consensus sets achieve local con-
sensus, while the upper-level set achieves global consensus, creating the S-PBFT dual-layer consensus process. 
As depicted in Fig. 3, the leader node of the lower-level consensus set leads the remaining nodes to finalize the 
initial round of local consensus. Upon successful execution of local consensus, the leader node of the lower-level 

(6)Ci =
(

T1iC1+ · · · + TjiCj + · · · + TniCn
)

/n− 1.
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Table 2.   Energy type preference value.

Power generation type Reference

Coal-fired power generation 0.3

Natural gas power generation 0.7

Nuclear power generation 0.8

Wind or solar power 1.0
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consensus set forwards the consensus result to the upper-level consensus set. Subsequently, it assumes the role 
of the leader node for the ongoing round of consensus in the upper-level, thereby completing the second round 
of global consensus.

It’s worth noting that within a blockchain network, when two nodes initiate a transaction, they first authen-
ticate their identities using a zero-knowledge identity verification and key exchange algorithm. Subsequently, 
they obtain a shared key, denoted as K, to facilitate the transmission of transaction information and subsequent 
transaction processes. Records of the zero-knowledge identity verification process are stored on the blockchain. 
Consensus nodes must undergo an on-chain proof process to verify their identities before reaching consensus 
on the encrypted transaction information of the involved parties and proceeding with consensus. This ensures 
identity security and transaction trust within the electricity trading network.

Local consensus process
Block-producing node m is responsible for packing all transactions within a transaction cycle and sending a 
message<<SPBFT-Request,h,d(b),t,d(ms)>σm,b>to the leader node Lc in the lower-level consensus set Zc, where 
S-PBFT-Request serves as the message identifier, b represents the block data, h denotes the current blockchain 
length, d(b) denotes the cryptographic hash of the block data, t represents the current timestamp, d(ms) rep-
resents the cryptographic hash of this message, and σm is the digital signature of node m. Lc authenticates the 
identity of m through an authentication protocol. After successful verification, Lc assembles the Pre-Prepare 
message with the format <<SPBFT-PrePrepare,v,h,d(b),t,d(m)>σc,b >, where v represents the view number of 
the current round of consensus. The local consensus process primarily consists of three phases: pre-prepare, 
prepare, and commit.

Pre‑prepare phase.  Lc sends pre-prepare messages to the other nodes in the lower-level consensus set.

Prepare phase.  In the lower-level consensus set, when regular nodes receive and successfully verify a Pre-
prepare message, they store the corresponding block, generate Prepare messages based on this Pre-prepare mes-
sage, and broadcast the Prepare messages to all other nodes except themselves. The format of a prepare message 
is <<SPBFT-Prepare,v,h,d(b),t,d(m)>σi>. Nodes also receive Prepare messages from other nodes. If, within the 
consensus set, a node receives Prepare messages from more than 2/3 of the total nodes, and all these messages 
pass verification, the system proceeds to the commit phase.

Commit phase.  The format of a commit message is <<SPBFT-Commit,v,h,d(b),t,d(m)>σi>. Normal nodes in 
the lower-level consensus set send Commit messages to all nodes except themselves and receive Commit mes-
sages from other nodes. If nodes in the consensus set receive more than 1/3 of Commit messages and verify them 
successfully, the local consensus is completed.

Global consensus
After the completion of local consensus, the leader node representing the lower-level consensus set, Lc, will act as 
the leader node for the current round of global consensus, guiding other nodes within the upper-level consensus 
set to complete the global consensus process. Unlike local consensus, global consensus includes an additional 
Confirm phase, comprising four phases in total: pre-prepare, confirm, prepare, and commit.

Pre‑prepare phase.  Lc broadcasts the Pre-Prepare message in the upper-level consensus set with the following 
format: <<SPBFT-PrePrepare,v,h,d(b),t,d(m)>σc,b >.

Lower level consensus set 
leader node

Request Pre-Prepare Prepare Commit Prepare Commit ReplyPre-Prepare Confirm

Lower level consensus set 
member 1

Lower level consensus set 
member 2

Lower level consensus set 
member 3

Upper layer consensus set 
leader node

Upper level consensus set 
member 1

Upper level consensus set 
member 2

Upper level consensus set 
member 3

Figure 3.   S-PBFT dual-layer consensus process.
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Confirm phase.  When the remaining nodes in the upper-level consensus set receive the message and verify it 
successfully, they will save the block and generate Confirm messages based on the Pre-Prepare message. These 
Confirm messages are then sent to the leader node of the upper-level consensus set. The format of the Confirm 
message is <<SPBFT-Comfirm,v,h,d(b),t,d(m)>σc >. At the same time, the leader node of the upper-level con-
sensus set will receive Confirm messages sent by the other nodes. If the number of received Confirm messages 
exceeds 2/3 of the total number of nodes and these messages are verified, then the upper-level consensus set will 
enter the Prepare phase.

Prepare phase.  After confirming the Confirm messages sent by the other nodes in the upper-level consensus 
set, the leader node of the upper-level consensus set will send Prepare messages to these nodes. The format of the 
Prepare message is <<SPBFT-Prepare,v,h,d(b),t,d(m)>σc>.

Commit phase.  The remaining nodes in the upper-level consensus set, upon receiving the Prepare message 
sent by the leader node and validating it, will broadcast Commit messages to all nodes except themselves and 
simultaneously receive Commit messages sent by other nodes. The format of the Commit message is <<SPBFT-
Commit,v,h,d(b),t,d(m)>σc >.If the nodes in the consensus set receive more than 2/3 of Commit messages and 
validate them, they proceed to the reply phase.

Reply phase.  When the upper-level consensus set receives more than 1/3 of Reply messages, global consensus 
is achieved. Subsequently, each node adds the new block to its local blockchain and broadcasts the information 
about this new block to other nodes belonging to the same lower-level consensus set. The message format is 
<<EPBFT-Result,v,h,d(b),t,d(m)>σc >.

After consensus is reached, the microgrid operator will update the information of various nodes based on 
the transaction data in the new block. Additionally, according to the consensus set leader election strategy, a 
new consensus leader node will be elected to prepare for the next round of consensus. This process ensures the 
continuous operation of the blockchain network and the ongoing consensus.

Security analysis
S‑PBFT proof
In the S-PBFT consensus algorithm proposed in this paper, one round of S-PBFT consists of two key compo-
nents: local consensus and global consensus. The local consensus phase employs the classical PBFT protocol, 
and as long as fewer than one-third of the nodes in the network are Byzantine nodes, the consensus process can 
be successfully completed. Therefore, this paper does not provide a detailed proof of local consensus, as it has 
already been extensively researched and validated. Next, this paper will focus on presenting the logical proof of 
global consensus. Global consensus is a secondary consensus process conducted after local consensus is achieved. 
Its purpose is to expedite information synchronization and updates, reduce system latency, and enhance the 
network’s scalability through the upper-level consensus set. If there are 100 consensus nodes in the blockchain 
network and they are divided into 20 consensus sets. Then there are a total of 20 nodes in the upper-level con-
sensus set, assuming that there are 6 Byzantine nodes. Here is the specific logical proof:

In the Pre-Prepare phase, the leader node cu in the lower-level consensus set broadcasts the message <Pre-
Prepare>cu to the upper-level consensus set, specifying that the nodes ci in the upper-level consensus set receive 
the Pre-Prepare message as<Pre-Prepare>ci.

In the Confirm phase, nodes ci within the upper-level consensus set send Confirm messages 
<Confirm>ci to the upper-level consensus set leader node c0. In this context, it is established that if 
〈

Pre − Prepare
〉

ci =
〈

Pre − Prepare
〉

cu , then 
〈

Confirm
〉

ci = 1 ; otherwise, 
〈

Confirm
〉

ci = 0 . Considering that 
the total number of nodes in the consensus network is N > 3f + 1 , hence the total number of nodes n within the 
upper-level consensus set is n > 3f 1+ 1 , where f represents the number of Byzantine nodes within the upper-
level consensus set, From the assumption, we know that n = 20, f1 = 6. Therefore, the following relationship can 
be derived from this information:

Next, the process move on to the Prepare phase. In the Prepare phase, the leader node c0 in the upper-level 
consensus set broadcasts the Prepare message <Prepare>c0 within the consensus set.

In the Commit phase, nodes in the upper-level consensus set exchange Commit messages with each other 
and receive Commit messages from other nodes, excluding themselves. The total sum of messages received by 
node ci during the Commit phase can be represented as Mcommit

c0 :

It is specified in this paper that if <Prepare>ci = <Prepare>c0, then <Commit>ci = 1, thus:

In the Reply phase, since Mcommit
ci ≥ 2f 1+ 1 , it implies that in the Commit phase, at least 2f1+1 nodes can 

correctly process the messages. Therefore, the primary node will receive more than 2f1+1 Reply messages. Based 

(9)
19
∑

i=1

〈

confirm
〉

ci ≥ 2f 1+ 1.

(10)
Mcommit

ci = �Commit�c0+ �Commit�c1+ · · · + �Commit�ci − 1

+�Commit�ci + 1+ · · · + �Commit�cn.

(11)Mcommit
ci ≥ 2f 1+ 1(i = 1, 2, · · · , 20).
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on this observation, it can be concluded that the global consensus process in S-PBFT is secure when consensus is 
reached. This indicates that S-PBFT has sufficient fault tolerance to withstand errors from as many as f Byzantine 
nodes, ensuring the reliability of the consensus process.

Defending against double spending attacks
Double spending attack is a security vulnerability and attack method in digital or cryptocurrency systems, with 
the aim of deceiving the system to enable the same unit of digital currency to be used multiple times, leading 
to the issue of duplicate payments. However, in the S-PBFT algorithm, double spending attack is impossible. 
According to the S-PBFT algorithm, each transaction must undergo a second confirmation by the upper-level 
consensus set after being confirmed by the lower-level consensus set. If an attacker node attempts to initiate two 
transactions, even though they may be recognized in the lower-level consensus, during the upper-level consensus 
process, nodes in the upper-level consensus set will verify the attacker node’s balance based on their own ledger. 
When an account balance cannot support both transactions simultaneously, the leader node will outright reject 
one of the transactions and flag the attacker node as a suspicious entity. Therefore, as long as the leader nodes 
in the upper-level consensus set are not Byzantine nodes, the S-PBFT algorithm effectively prevents double-
spending attacks, thus ensuring the security and reliability of the digital currency system.

Defending against denial of service (DoS) attacks
The goal of a denial of service attack is to congest the network with a large number of transaction requests, 
ultimately leading to network failure. However, S-PBFT employs an election mechanism to choose the leader 
nodes of the consensus set as a defense against this type of attack. In S-PBFT, the leader nodes for each round 
are generated through an election mechanism based on historical transaction records, and the identity of the 
leader nodes is unknown before the election. This means that even if attackers send a large number of invalid 
transaction requests to the system, the master nodes will not accept these requests. Therefore, S-PBFT is effective 
in resisting denial of service attacks, ensuring the security of the system.

Defending against sybil attacks
The Sybil attack is a common form of attack where an attacker disrupts a peer-to-peer network or microgrid 
system by forging multiple identities or nodes. To defend against this type of attack, S-PBFT incorporates a key 
exchange algorithm based on zero-knowledge identity authentication, ensuring that each node or participant has 
a unique identity and can verify the identities of other nodes. In S-PBFT, each node corresponds to a real-world 
entity with the qualifications for electricity trading. Node identities are unique, and node digital signatures are 
generated using their private keys. Attackers do not possess the nodes’ private keys, making it impossible for them 
to forge node identities or message signatures. Therefore, in S-PBFT, no node can maintain multiple identities, 
effectively preventing sybil attacks. This ensures the system’s trustworthiness and security.

Defending against eclipse attacks
In an eclipse attack, attackers attempt to surround a target node with malicious nodes in order to establish con-
nections only with these malicious nodes, isolating or blocking connections with honest nodes. However, the 
S-PBFT algorithm is effective in resisting such attacks. Based on the analysis in Sect. "S-PBFT Proof ", we have 
demonstrated that S-PBFT possesses the same characteristics as PBFT, namely, its ability to tolerate up to 1/3 of 
Byzantine nodes among the total number of nodes. Therefore, only when an attacker can control more than 2/3 of 
the total number of nodes can they have an impact on the consensus results within the network and then launch 
a eclipse attack. However, in practical networks, such a situation is very rare. Therefore, the S-PBFT algorithm 
provides robust security, effectively preventing eclipse attacks.

Performance analysis
In this study, we developed a blockchain simulation system on a personal computer equipped with a ThinkBook 
16G4+ featuring an AMD Ryzen 7 6800H processor and 16.0 GB of memory. The system was implemented using 
the Go programming language. Within this simulation environment, we evaluated the performance of various 
consensus algorithms, namely PBFT, S-PBFT, P-PBFT, and C-PBFT41, by varying the number of nodes and 
conducting comparative assessments. Our experiments primarily focused on three crucial aspects: consensus 
latency, throughput, and communication overhead. Through these experiments and subsequent performance 
analyses, our objective was to attain a comprehensive understanding of how these algorithms perform within 
microgrid electricity trading scenarios.

Communication overhead
Communication overhead refers to the amount of communication generated during the execution of a consen-
sus algorithm by nodes, encompassing the total volume of messages and data exchanged between nodes. For 
consensus algorithms like PBFT that rely on information exchange, communication overhead becomes one of 
the key metrics for evaluating their performance. In a network with N nodes, during the Pre-Prepare phase, 
the primary node needs to broadcast Pre-Prepare messages to the other nodes in the network, resulting in N-1 
communications, as the primary node does not need to send this message to itself. During the Prepare phase, 
each node needs to broadcast Prepare messages to all nodes except itself, resulting in a communication count of 
(N-1)2, as each node has to send messages to all other nodes excluding itself. In the Commit phase, each node 
needs to broadcast Commit messages to other nodes, resulting in a communication count of N(N-1), including 
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sending Commit messages to itself. In summary, the communication overhead for one round of PBFT consensus 
can be calculated as:

If N nodes are divided into k lower-level consensus sets, with each lower-level consensus set containing N/k 
nodes, then the communication overhead for one round of S-PBFT consensus can be analyzed as follows:

In the local consensus, the leader node of the lower-level consensus set needs to broadcast Pre-Prepare mes-
sages to the ordinary nodes in that consensus set, with a communication count of (N/k)-1. After receiving the 
Pre-Prepare message, ordinary nodes validate its legitimacy and broadcast Prepare messages to all nodes in the 
lower-level consensus set, except for themselves, with a communication count of (N/k-1)2. Then, the ordinary 
node will receive Prepare messages from other nodes in the consensus set and proceed with the verification. Once 
verified, the ordinary node will send Commit messages to all nodes in the consensus set except itself, resulting 
in communication to N/k (N/k-1) nodes. In summary, the overall communication overhead for a round of local 
consensus in S-PBFT can be summarized as follows:

In the global consensus process of S-PBFT, the leader node of the lower-level consensus set broadcasts Pre-
Prepare messages in the upper-level consensus set, ordinary nodes send Confirm messages to the leader node 
of the upper-level consensus set, the leader node in the upper-level consensus set broadcasts Prepare messages 
within its consensus set, and ordinary nodes send Reply messages to the leader node of the upper-level consen-
sus set. The communication frequency for each of these actions is k-1, totaling 4(k-1) communications. Next, 
ordinary nodes broadcast Commit messages to all nodes except themselves, with a communication frequency 
of (k-1)2. Finally, nodes in the upper-level consensus set broadcast the new block to their respective lower-level 
consensus sets, with a communication frequency of N. In summary, the total communication overhead for one 
round of S-PBFT global consensus can be summarized as follows:

By Eqs. (13) and (14), the total communication overhead of one round of S-PBFT consensus, TS − PBFT , 
can be calculated as:

In this experiment, we tested the single-round consensus communication volume of three consensus algo-
rithms. At the beginning, we conducted tests with 100 nodes and 20 groups, and then, with the increase in the 
number of nodes, we added 100 nodes and 10 groups in each subsequent test. By observing the results displayed 
in Fig. 4, we can clearly see that with the increase in the number of nodes, the communication overhead of the 
three consensus algorithms also increases accordingly.

It is worth noting that the S-PBFT algorithm consistently excels in terms of communication overhead, remain-
ing lower than the C-PBFT and P-PBFT algorithms, and its advantage becomes more pronounced as the num-
ber of nodes increases. For example, when the number of nodes increases to 500 with 60 groups, the S-PBFT 
algorithm reduces communication overhead by 47% compared to the P-PBFT algorithm and by 70% compared 
to the C-PBFT algorithm. Furthermore, when the number of nodes increases to 1000 with 110 groups, the 
S-PBFT algorithm reduces communication overhead by 48% compared to the P-PBFT algorithm and by 67% 
compared to the C-PBFT algorithm. These results clearly demonstrate that in networks of varying sizes, the 

(12)TPBFT = N − 1+ (N − 1)2 + N(N − 1) = 2N(N − 1),

(13)
Tl
S−PBFT = (N/k)− 1+ (N/k − 1)2 + N/k(N/k − 1)

= 2N/k(N/k − 1),

(14)T
g
S−PBFT = 4(k − 1)+ (k − 1)2 + N = (k − 1)(k + 3)+ N .

(15)TS − PBFT = 2N/k(N/k − 1)+ (k − 1)(k + 3)+ N .

Figure 4.   Consensus communications comparison among different algorithms.
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S-PBFT algorithm can significantly reduce communication overhead, providing a noticeable improvement in 
blockchain consensus performance.

Consensus delay
Consensus latency is a key metric for evaluating the performance of consensus algorithms, representing the 
time it takes for a transaction to be completed from the moment a client sends a transaction request. A lower 
latency implies a faster execution speed of the consensus algorithm, higher consensus efficiency, allowing nodes 
within the network to reach consensus more quickly, thus enhancing the operational efficiency and security of 
the system. To evaluate the blockchain network with varying numbers of nodes, this paper chose a fixed group 
size of 5 and conducted 200 tests for different numbers of nodes. After every 20 experiments, the highest and 
lowest values were excluded, and the average was calculated to determine the experimental result. Based on the 
results from Fig. 5, it is evident that, at the same node count, the consensus latency of PBFT algorithm is notably 
higher than that of C-PBFT, P-PBFT, and S-PBFT algorithms. This is because the latter three employ a group 
consensus approach, which can significantly reduce communication overhead during the consensus process. As 
the number of nodes increases, the latency for all four algorithms also increases. However, it is worth noting that 
the growth rate of S-PBFT algorithm is the slowest. Particularly, when the number of nodes reaches 150, S-PBFT 
algorithm reduces consensus latency by 60% compared to P-PBFT algorithm and by 74% compared to C-PBFT 
algorithm. This indicates that the S-PBFT algorithm performs exceptionally well under high loads, effectively 
reducing consensus latency, and enhancing system performance.

Throughput
TPS (transactions per second) is an important metric used to measure the speed and throughput of a system in 
processing transactions, especially in blockchain systems. The formula for calculating TPS is as follows:

Where transactions�t is the number of transactions processed by the system within the time interval �t , 
and �t represents the response time.

The TPS of PBFT-type algorithms is correlated with the number of nodes in the network. When there are 
many nodes, TPS decreases significantly due to the increased communication among nodes. In the throughput 
experiments, we maintained a consistent group size of 5 and conducted 200 tests with varying numbers of nodes 
to evaluate the Transactions Per Second (TPS) achieved per second. After every 20 experiments, the maximum 
and minimum values were excluded, and the average was taken as the experimental result. Based on Fig. 6, it can 
be observed that as the number of nodes increases, the system response time for PBFT, C-PBFT, P-PBFT, and 
S-PBFT gradually increases. It is worth noting that the system response time of PBFT decreases most significantly 
as the number of nodes increases from 30 to 90. While C-PBFT and P-PBFT have a slower rate of decrease com-
pared to PBFT, they still experience significant drops when compared to S-PBFT. S-PBFT manages to maintain 
a relatively gradual decrease as the number of nodes increases incrementally. This is because S-PBFT adopts a 
two-tier consensus mechanism, where in each consensus round, it only requires preliminary consensus in the 
lower-level consensus set before obtaining secondary confirmation from the reliable upper-level consensus set. 
This mechanism not only ensures the accuracy of consensus but also reduces communication overhead among 
nodes, thus enhancing the throughput of the blockchain system. Furthermore, this characteristic of S-PBFT 
meets the demand for high-frequency transactions in microgrid power trading, thereby enhancing the system’s 
flexibility and efficiency.

(16)TPS =
transactions�t

�t
,

Figure 5.   Consensus delay comparison among different algorithms.
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Conclusion
Blockchain technology holds great potential in the field of microgrid power trading, as it can improve transaction 
efficiency and security, reduce costs, and facilitate the integration of renewable energy sources. In this regard, an 
efficient and secure blockchain consensus algorithm for microgrid power trading, known as S-PBFT, is proposed. 
S-PBFT designs an authentication scheme that combines the Schnorr protocol with the Diffie-Hellman key 
exchange algorithm to achieve rapid authentication of node identities, enhancing system security. By employ-
ing a clustering algorithm, the nodes in the network are grouped into different clusters. Subsequently, based 
on specific election strategies, reliable nodes are chosen from each cluster to serve as the consensus set’s leader 
nodes. This ensures that the leader nodes in the consensus set possess good reputation and performance, thus 
enhancing the reliability of the consensus. Furthermore, the S-PBFT algorithm employs a two-tier consensus 
process, where the lower-level consensus set is responsible for initial consensus, while the upper-level consensus 
set provides secondary confirmation. This layered structure not only enhances the efficiency of consensus but 
also reduces inter-node communication, making the system more efficient. Security analysis indicates that the 
S-PBFT algorithm employs multiple layers of security measures to effectively defend against double-spending 
attacks, denial-of-service attacks, Sybil attacks, and eclipse attacks. Through mechanisms such as identity authen-
tication, election strategies, and a two-layer consensus process, S-PBFT ensures the security and reliability of the 
system. Through extensive experimental testing, S-PBFT has demonstrated significant advantages in terms of 
communication overhead, consensus latency, and throughput. In the next phase, we will optimize the identity 
authentication protocol and the leader node election algorithm to further enhance the privacy protection and 
consensus security of the internal nodes in S-PBFT.

Data availability
The source code in this study is available on request from the corresponding author.

Received: 26 September 2023; Accepted: 30 March 2024

References
	 1.	 Kroposki, B. et al. Making microgrids work. IEEE Power Energy Mag. 6, 40–53. https://​doi.​org/​10.​1109/​MPE.​2008.​918718 (2008).
	 2.	 Parhizi, S., Lotfi, H., Khodaei, A. & Bahramirad, S. State of the art in research on Microgrids: A review. IEEE Access 3, 890–925. 

https://​doi.​org/​10.​1109/​ACCESS.​2015.​24431​19 (2015).
	 3.	 Saeed, M. H., Fangzong, W., Kalwar, B. A. & Iqbal, S. A review on Microgrids’ challenges & perspectives. IEEE Access 9, 166502–

166517. https://​doi.​org/​10.​1109/​ACCESS.​2021.​31350​83 (2021).
	 4.	 Chu, S., Cui, Y. & Liu, N. The path towards sustainable energy. Nat. Mater. 16, 16–22. https://​doi.​org/​10.​1038/​nmat4​834 (2017).
	 5.	 Chu, S. & Majumdar, A. Opportunities and challenges for a sustainable energy future. Nature 488, 294–303. https://​doi.​org/​10.​

1038/​natur​e11475 (2012).
	 6.	 Zhang, C., Wu, J., Zhou, Y., Cheng, M. & Long, C. Peer-to-peer energy trading in a Microgrid. Appl. Energy 220, 1–12. https://​doi.​

org/​10.​1016/j.​apene​rgy.​2018.​03.​010 (2018).
	 7.	 Gregoratti, D. & Matamoros, J. Distributed energy trading: The multiple-microgrid case. IEEE Trans. Ind. Electron. 62, 2551–2559. 

https://​doi.​org/​10.​1109/​TIE.​2014.​23525​92 (2015).
	 8.	 Wang, H. & Huang, J. Incentivizing energy trading for interconnected microgrids. IEEE Trans. Smart Grid 9, 2647–2657. https://​

doi.​org/​10.​1109/​TSG.​2016.​26149​88 (2018).
	 9.	 Tightiz, L. & Yoo, J. A review on a data-driven microgrid management system integrating an active distribution network: Chal-

lenges, issues, and new trends. Energies 15(22), 8739 (2022).
	10.	 Reddy, G. P., Kumar, Y. V. & Chakravarthi, M. K. Communication technologies for interoperable smart microgrids in urban energy 

community: A broad review of the state of the art, challenges, and research perspectives. Sensors 22(15), 5881 (2022).
	11.	 Wang, Z., Yang, K. & Wang, X. Privacy-preserving energy scheduling in microgrid systems. IEEE Trans. Smart Grid 4, 1810–1820. 

https://​doi.​org/​10.​1109/​TSG.​2013.​22744​66 (2013).

Figure 6.   TPS comparison among different algorithms.

https://doi.org/10.1109/MPE.2008.918718
https://doi.org/10.1109/ACCESS.2015.2443119
https://doi.org/10.1109/ACCESS.2021.3135083
https://doi.org/10.1038/nmat4834
https://doi.org/10.1038/nature11475
https://doi.org/10.1038/nature11475
https://doi.org/10.1016/j.apenergy.2018.03.010
https://doi.org/10.1016/j.apenergy.2018.03.010
https://doi.org/10.1109/TIE.2014.2352592
https://doi.org/10.1109/TSG.2016.2614988
https://doi.org/10.1109/TSG.2016.2614988
https://doi.org/10.1109/TSG.2013.2274466


16

Vol:.(1234567890)

Scientific Reports |         (2024) 14:8300  | https://doi.org/10.1038/s41598-024-58505-w

www.nature.com/scientificreports/

	12.	 Hu, C. et al. Achieving privacy-preserving and verifiable support vector machine training in the cloud. IEEE Trans. Inf. Forens. 
Secur. 18, 3476–3491. https://​doi.​org/​10.​1109/​TIFS.​2023.​32831​04 (2023).

	13.	 Mengelkamp, E. et al. Designing microgrid energy markets: A case study: The brooklyn microgrid. Appl. Energy 210, 870–880. 
https://​doi.​org/​10.​1016/j.​apene​rgy.​2017.​06.​054 (2018).

	14.	 Silvestre, M. L. D., Gallo, P., Ippolito, M. G., Sanseverino, E. R. & Zizzo, G. A technical approach to the energy blockchain in 
microgrids. IEEE Trans. Ind. Inform. 14, 4792–4803. https://​doi.​org/​10.​1109/​TII.​2018.​28063​57 (2018).

	15.	 Goranović, A. et al. In IECON 2017 - 43rd Annual Conference of the IEEE Industrial Electronics Society, 6153-6158.
	16.	 Zhao, Z. et al. Energy transaction for multi-microgrids and internal microgrid based on blockchain. IEEE Access 8, 144362–144372. 

https://​doi.​org/​10.​1109/​ACCESS.​2020.​30145​20 (2020).
	17.	 Dinesha, D. L. & Balachandra, P. Conceptualization of blockchain enabled interconnected smart microgrids. Renew. Sustain. Energy 

Rev. https://​doi.​org/​10.​1016/j.​rser.​2022.​112848 (2022).
	18.	 Gao, J. et al. A blockchain peer-to-peer energy trading system for microgrids. IEEE Trans. Smart Grid 14, 3944–3960. https://​doi.​

org/​10.​1109/​TSG.​2023.​32376​24 (2023).
	19.	 Iansiti, M. & Lakhani, K. R. The truth about blockchain. Harv. Bus. Rev. 95, 118–127 (2017).
	20.	 Gad, A. G., Mosa, D. T., Abualigah, L. & Abohany, A. A. Emerging trends in blockchain technology and applications: A review 

and outlook. J. King Saud Univ. Comput. Inf. Sci. 34, 6719–6742. https://​doi.​org/​10.​1016/j.​jksuci.​2022.​03.​007 (2022).
	21.	 Habib, G. et al. Blockchain technology: Benefits, challenges, applications, and integration of blockchain technology with cloud 

computing. Future Internet 14(11), 341 (2022).
	22.	 Thukral, M. K. Emergence of blockchain-technology application in peer-to-peer electrical-energy trading: A review. Clean Energy 

5, 104–123. https://​doi.​org/​10.​1093/​ce/​zkaa0​33 (2021).
	23.	 Cejka, S., Poplavskaya, K., Monsberger, C. & Stefan, M. In 1st IAEE Online Conference.
	24.	 Lee, J. & Khan, V. M. Blockchain and smart contract for peer-to-peer energy trading platform: Legal obstacles and regulatory 

solutions. UIC Rev. Intell. Prop. L 19, 285 (2019).
	25.	 Zhang, C. et al. FRUIT: A blockchain-based efficient and privacy-preserving quality-aware incentive scheme. IEEE J. Sel. Areas 

Commun. 40, 3343–3357. https://​doi.​org/​10.​1109/​JSAC.​2022.​32133​41 (2022).
	26.	 Zhang, C., Hu, C., Wu, T., Zhu, L. & Liu, X. Achieving efficient and privacy-preserving neural network training and prediction in 

cloud environments. IEEE Trans. Dependable Secure Comput. 20, 4245–4257. https://​doi.​org/​10.​1109/​TDSC.​2022.​32087​06 (2023).
	27.	 Xiong, H., Chen, M., Wu, C., Zhao, Y. & Yi, W. Research on progress of blockchain consensus algorithm: A review on recent 

progress of blockchain consensus algorithms. Future Internet 14(2), 47 (2022).
	28.	 Merrad, Y. et al. Blockchain: Consensus algorithm key performance indicators, trade-offs, current trends, common drawbacks, 

and novel solution proposals. Mathematics 10(15), 2754 (2022).
	29.	 Xu, J., Wang, C. & Jia, X. A survey of blockchain consensus protocols. ACM Comput. Surv. https://​doi.​org/​10.​1145/​35798​45 (2023).
	30.	 Castro, M. & Liskov, B. In OsDI, 173-186.
	31.	 Xu, J., Zhao, Y., Chen, H. & Deng, W. ABC-GSPBFT: PBFT with grouping score mechanism and optimized consensus process for 

flight operation data-sharing. Inf. Sci. 624, 110–127. https://​doi.​org/​10.​1016/j.​ins.​2022.​12.​068 (2023).
	32.	 Luo, H. ULS-PBFT: An ultra-low storage overhead PBFT consensus for blockchain. Blockchain Res. Appl. https://​doi.​org/​10.​1016/j.​

bcra.​2023.​100155 (2023).
	33.	 Liu, S., Zhang, R., Liu, C. & Shi, D. P-PBFT: An improved blockchain algorithm to support large-scale pharmaceutical traceability. 

Comput. Biol. Med. https://​doi.​org/​10.​1016/j.​compb​iomed.​2023.​106590 (2023).
	34.	 Xie, M., Liu, J., Chen, S., Xu, G. & Lin, M. Primary node election based on probabilistic linguistic term set with confidence interval 

in the PBFT consensus mechanism for blockchain. Complex Intell. Syst. 9, 1507–1524. https://​doi.​org/​10.​1007/​s40747-​022-​00857-9 
(2023).

	35.	 Kumar, A., Vishwakarma, L. & Das, D. R-PBFT: A secure and intelligent consensus algorithm for internet of vehicles. Veh. Com‑
mun. https://​doi.​org/​10.​1016/j.​vehcom.​2023.​100609 (2023).

	36.	 Zhang, J., Yang, Y., Zhao, D. & Wang, Y. A node selection algorithm with a genetic method based on PBFT in consortium block-
chains. Complex Intell. Syst. 9, 3085–3105. https://​doi.​org/​10.​1007/​s40747-​022-​00907-2 (2023).

	37.	 Zhang, Y., Gan, Y., Li, C., Deng, C. & Luo, Y. Primary node selection based on node reputation evaluation for PBFT in UAV-assisted 
MEC environment. Wirel. Netw. https://​doi.​org/​10.​1007/​s11276-​023-​03407-4 (2023).

	38.	 Li, J. et al. MANDALA: A scalable blockchain model with mesh-and-spoke network and H-PBFT consensus algorithm. Peer-to-
Peer Netw. Appl. 16, 226–244. https://​doi.​org/​10.​1007/​s12083-​022-​01373-w (2023).

	39.	 Hegde, P. & Maddikunta, P. K. Secure PBFT consensus-based lightweight blockchain for healthcare application. Appl. Sci. 13(6), 
3757 (2023).

	40.	 Qushtom, H., Mišić, J., Mišić, V. B. & Chang, X. A two-stage PBFT architecture with trust and reward incentive mechanism. IEEE 
Internet Things J. 10, 11440–11452. https://​doi.​org/​10.​1109/​JIOT.​2023.​32431​89 (2023).

	41.	 Wei, L., Mingli, R., Wei, S., Zhihong, Z. & Zhao, T. PBFT optimized consensus algorithm for the internet of things. Comput. Sci. 
48, 151–158 (2021).

Author contributions
Conceptualization, Yonghao Fang and Xueming Si; Data curation, Heng Pan and Xueming Si; Formal analysis, 
Zhongyuan Yao, Yonghao Fang and Heng Pan; Funding acquisition, Xueming Si; Investigation, Xiangyang Wang; 
Methodology, Zhongyuan Yao and Xiangyang Wang; Project administration, Xueming Si; Resources, Xueming 
Si; Software, Yonghao Fang; Supervision, Heng Pan; Validation, Zhongyuan Yao and Yonghao Fang; Writing—
original draft, Yonghao Fang; Writing—review & editing, Zhongyuan Yao and Xiangyang Wang.

Funding
This research was funded by Major Public Welfare Project of Henan Province, grant number 201300210300; 
Key Science and Technology Project of Henan Province, grant number 222102210168; Open Fund of Henan 
Key Laboratory of Network Cryptography Technology, grant number LNCT2022-A12; Songshan Laboratory 
Pre-research Project, grant number YYJC032022021; Henan Province Science and Technology Research Project, 
grant number 222102210168.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to Z.Y.

https://doi.org/10.1109/TIFS.2023.3283104
https://doi.org/10.1016/j.apenergy.2017.06.054
https://doi.org/10.1109/TII.2018.2806357
https://doi.org/10.1109/ACCESS.2020.3014520
https://doi.org/10.1016/j.rser.2022.112848
https://doi.org/10.1109/TSG.2023.3237624
https://doi.org/10.1109/TSG.2023.3237624
https://doi.org/10.1016/j.jksuci.2022.03.007
https://doi.org/10.1093/ce/zkaa033
https://doi.org/10.1109/JSAC.2022.3213341
https://doi.org/10.1109/TDSC.2022.3208706
https://doi.org/10.1145/3579845
https://doi.org/10.1016/j.ins.2022.12.068
https://doi.org/10.1016/j.bcra.2023.100155
https://doi.org/10.1016/j.bcra.2023.100155
https://doi.org/10.1016/j.compbiomed.2023.106590
https://doi.org/10.1007/s40747-022-00857-9
https://doi.org/10.1016/j.vehcom.2023.100609
https://doi.org/10.1007/s40747-022-00907-2
https://doi.org/10.1007/s11276-023-03407-4
https://doi.org/10.1007/s12083-022-01373-w
https://doi.org/10.1109/JIOT.2023.3243189


17

Vol.:(0123456789)

Scientific Reports |         (2024) 14:8300  | https://doi.org/10.1038/s41598-024-58505-w

www.nature.com/scientificreports/

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2024

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	A secure and highly efficient blockchain PBFT consensus algorithm for microgrid power trading
	Related work and preliminary knowledge
	Related work
	Preliminary knowledge
	Blockchain technology
	PBFT consensus algorithm
	Zero-knowledge identity authentication


	Blockchain-based distributed power transaction consensus model
	Model description
	Microgrid operator
	Energy producers
	Energy consumers
	Regulatory authorities

	Consensus process
	Registration phase
	Preparation phase
	Dual-layer consensus process phase
	Election value update phase


	Design and implementation of S-PBFT consensus algorithm
	Key negotiation algorithm based on zero-knowledge identity authentication
	Consensus set partitioning based on spectral clustering algorithms
	Consensus set leader node election
	S-PBFT dual-layer consensus process
	Local consensus process
	Pre-prepare phase. 
	Prepare phase. 
	Commit phase. 

	Global consensus
	Pre-prepare phase. 
	Confirm phase. 
	Prepare phase. 
	Commit phase. 
	Reply phase. 



	Security analysis
	S-PBFT proof
	Defending against double spending attacks
	Defending against denial of service (DoS) attacks
	Defending against sybil attacks
	Defending against eclipse attacks

	Performance analysis
	Communication overhead
	Consensus delay
	Throughput

	Conclusion
	References


