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TCN‑attention‑HAR: human 
activity recognition based 
on attention mechanism time 
convolutional network
Xiong Wei  & Zifan Wang *

Wearable sensors are widely used in medical applications and human–computer interaction because 
of their portability and powerful privacy. Human activity identification based on sensor data plays 
a vital role in these fields. Therefore, it is important to improve the recognition performance of 
different types of actions. Aiming at the problems of insufficient time-varying feature extraction and 
gradient explosion caused by too many network layers, a time convolution network recognition model 
with attention mechanism (TCN-Attention-HAR) was proposed. The model effectively recognizes 
and emphasizes the key feature information. The ability of extracting temporal features from TCN 
(temporal convolution network) is improved by using the appropriate size of the receiver domain. 
In addition, attention mechanisms are used to assign higher weights to important information, 
enabling models to learn and identify human activities more effectively. The performance of the Open 
Data Set (WISDM, PAMAP2 and USC-HAD) is improved by 1.13%, 1.83% and 0.51%, respectively, 
compared with other advanced models, these results clearly show that the network model presented 
in this paper has excellent recognition performance. In the knowledge distillation experiment, the 
parameters of student model are only about 0.1% of those of teacher model, and the accuracy of the 
model has been greatly improved, and in the WISDM data set, compared with the teacher’s model, the 
accuracy is 0.14% higher.

Keywords  Wearable sensor device, Human activity recognition, Time convolutional neural network, 
Attention mechanism, Knowledge distillation

In recent years, the widespread adoption of wearable sensor devices has led to a surge in research interest 
in intelligent sensing1. HAR (Human activity recognition)is a key area within intelligent sensing, primarily 
involving the extraction of activity features from sensor-generated time series data. Fundamentally, HAR 
involves feature extraction and intelligent analysis of sensor data2. HAR finds applications in diverse fields 
such as intelligent healthcare3,4, Smart Home5–7, monitoring systems8, human–computer interaction9,10and Fall 
detection6. Currently, HAR techniques can be broadly categorized into three types based on the data source: 
vision-based human behavior recognition, human activity recognition through environmental interaction, and 
sensor-based human activity recognition11. The sensors used for vision-based human behavior recognition 
are RGB camera12–14, and depth camera15–17, but they are too expensive to use Environmental interaction-
based recognition is heavily influenced by environmental factors and has limited data availability. In terms of 
confidentiality and cost, wearable devices equipped with accelerometers, gyroscopes, magnetometers, and heart 
rate monitors have a significant advantage in human activity recognition due to their portability and ease of use18. 
Sensor-based human activity identification uses body sensors19,20, which is the focus of this paper.

However, effectively extracting relevant information from sensors and achieving high-precision and accurate 
human activity recognition has become a major research challenge21. Traditional methods for human activity 
recognition typically employ machine learning techniques22 such as K-nearest neighbor23, naive Bayes24, and 
random forest25. However, these traditional machine learning methods have notable limitations, particularly 
in the feature extraction stage, as they heavily rely on manual feature engineering and lack deep feature 
representation. In recent years, with the advent of deep learning26, the process of feature engineering has been 
greatly simplified. Deep learning methods, such as Convolutional Neural Networks (CNNs)27, Recurrent Neural 
Networks (RNNs)28, and Long Short-Term Memory (LSTM) networks29, have shown remarkable advancements 
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in feature extraction and have gained widespread adoption in human activity recognition. The recognition of 
human activities typically involves four steps: sensor data collection, data preprocessing, data segmentation, 
feature extraction, and action classification. However, due to the diversity, complexity, and temporal nature 
of human movements, capturing the changes in human activities and selecting important features remain 
challenging tasks. To address these challenges, this paper proposes the following key contributions:

1.	 In the process of human activity recognition, the data read out by the sensor has a time rule, and when TCN 
is used for feature extraction, it is better at capturing temporal information, has a flexible receptive field, and 
uses attention to assign higher weights to important features, thus improving the effectiveness of the model.

2.	 We propose to use multi-scale TCN-attention-HAR to enhance the feature extraction capability of the model, 
and replace TCN with CNN network for comparison, which verifies that TCN plays a better role in the model.

3.	 Compared with traditional multi-channel CNN attention methods, experimental results evaluated on publicly 
available datasets WISDM, Pamap2, and USC-HAD show that the proposed model achieves performance 
improvements of 1.13%, 1.83% and 0.51%, respectively.

4.	 By using the method of knowledge distillation, the model presented in this article is used as a teacher model, 
which significantly improves the accuracy of the student model.

The structure of this paper is as follows: the first section describes the prospect and challenge of the proposal, 
the second section briefly reviews the work related to HAR, the third section mainly introduces the structure 
of the TCN-Attention-HAR model, the fourth section gives the experimental results and analysis, and the fifth 
section draws the conclusion.

Related works
In recent years, image-based human activity recognition has been successfully deployed and applied. The 
widespread use of smart devices with embedded sensors brings new opportunities and challenges to the HAR 
field30. This section mainly describes the related research on sensing human activity recognition, which is mainly 
divided into machine learning and deep learning methods.

Research on human body recognition
Jalal31 proposed a three-axis accelerometer human motion detection and recognition system based on multi-
feature and random forest to evaluate the proposed model based on the HMP identification data set, and achieved 
a satisfactory recognition rate of 85.17%. Jalal32 Support Vector Machine 3D body postures for different RGB-D 
video sequences Jalal33 uses principal component analysis to process these features using hidden Markov model 
activity model recognition activities, with our method achieving 92.4% and 93.2% accuracy, respectively, in 
the case of public datasets. Kamal34 used improved hidden Markov Model (M-HMM) to identify different 
activities, and the recognition rate was 91.3%. Mahmood35 proposed the White Stag model, which achieved a 
weighted average recognition rate of 87.48% in UT-Interaction and 87.5% in BIT-Interaction, a weighted average 
recognition rate of 7.7% was achieved on the im-intensityinteractive 85 dataset. Using 3D-DCNN, Phyo36 was 
able to identify 95 percent of the 10 movements.

Research on feature extraction
Jalal37 A mixture of four new features, namely, spatiotemporal features, energy-based features, shape-based 
angles and geometric features, and directional gradient motion orthogonal histograms, is presented Batool38 
uses a biogeography optimization and re-weighted genetic algorithm to optimize and classify extracted features, 
which outperforms existing advanced methods compared with CMU-Multi-Modal Activity, WISDM and IMSB 
datasets, the recognition accuracy is 88%, 88.75% and 93.33% respectively. Jalal39 proposed the computation 
of multiple composite features, namely statistical features, Mel frequency cepstrum coefficients, and Gauss 
mixture model features, it achieves 1.88%, 25.93% and 95.96% accuracy on MOTIONSENSE, MHEALTH and 
the proposed self-annotated IM-AccGyro human–machine data sets, respectively. Jalal40 proposed encoding 
body shape information reflected in depth values into features, with an average recognition rate of 93.17% for 
93 typical human activities Jalal41 extracted spatiotemporal multi-fusion features connecting three skeletal joint 
features and three body features, and trained the hidden Markov model by using code vector of multi-fusion 
features Adnan42 extracts distance location features and centroid distance features, and self-organized maps 
are used to identify different activities. Zin43 proposed a combination of spatiotemporal features with distance 
features, and the results of the experiment were tested in a random frame sequence in a dataset collected at an 
elderly care center.

HAR research based on sensor data
In the past, the HAR field has generally been used for machine learning-based methods to detect human activity. 
Tharwat et al.44 used particle swarm optimization (PSO) algorithm to search for the optimal value of k parameter 
in KNN classifier, which improved the accuracy of KNN classifier. Fatima45 uses multiple support vector machine 
(SVM) cores to adopt a decision fusion mechanism to improve the accuracy of activity identification. Moriya 
et al.46 used locomotors integrated in various smart appliances to identify daily life, selecting a random forest 
model for activity classification with an accuracy of 68%. Bustoni et al.47 compared the performance of SVM, 
KNN and random forest machine learning methods, and the results showed that the SVM method with support 
vector classifier (SVC) and radial basis function (RBF) kernel could achieve the highest accuracy and recall 
rate. However, shallow machine learning methods use manual feature extraction, and the model relies on 
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statistical features and distribution features, which greatly increases labor costs and affects the accuracy of 
activity classification.

In recent years, with the development of deep learning, traditional machine learning methods have been 
replaced by deep learning methods. Charissa et al.48 used this paper to propose a deep convolutional neural 
network (convnet). Using the inherent properties of active and one-dimensional time series signals, a method for 
extracting robust features automatically and data adaptively from raw data is provided. Marjan et al.49 proposed 
a new architecture based on 2D convolutional neural networks, which consists only of convolutional layers. By 
removing the pooling layer and adding steps to the convolutional layer, the computation time will be significantly 
reduced, while the model performance will not change. In some cases it was even improved, achieving an overall 
accuracy of 95.69% on the test set. Shao et al.50 proposed a real-time human activity classification method 
based on convolutional neural network (CNN), which uses CNN to carry out local feature extraction. Finally, 
the CNN, LSTM, BLSTM, MLP and SVM models were used for comparison on UCI and Pamap2 datasets. Li 
et al.51 designed a multi-channel CNN-GRU model, The model performance analysis was conducted on three 
benchmark datasets: WISDM, UCI-HAR, and PAMAP2, with accuracy rates of 96.41%, 96.67%, and 96.25%, 
respectively. Existing research work mainly uses traditional machine learning algorithms and deep learning 
algorithms to carry out. On the one hand, machine learning-related work relies too much on manual feature 
extraction, resulting in too tedious feature engineering stage. On the other hand, in the relevant work using deep 
learning, a part of the convolutional neural network is adopted, and the time-related feature extraction is not 
sufficient. Different from the above work, the TCN-Attention-HAR model proposed in this paper mainly uses 
the time convolutional neural network technology, which is better at capturing temporal dependencies, has a 
flexible receptive field, and uses the attention layer to fully extract the importance features of HAR.

Research on classification and probability recognition
Zhang52 recommend deep neural networks (DNNs) for modeling the emission distribution of HMMs. Jalal53 
recommend these features are processed by Principal component analysis for dimension reduction and k-mean 
clustering for code generation to make better activity representation The average recognition rate was up to 
57.69% compared to using the IM-DailyDepthActivity data set. Jalal54 used probability-based incremental 
learning (PBIL) optimizer and K-Ary tree hash classifier to model different human activitiesThe experimental 
results show that our model outperformed existing state-of-the-art methods with accuracy rates of 94.23%, 
94.07% and 96.40% over DALIAC, PAMPA2 and IM-LifeLog datasets, respectively. Jalal55 uses robust hybrid 
features and embedded hidden Markov model to identify video human activity Jalal56 using Linde–Buzo–Gray 
clustering algorithm to enhance the enhanced features and symbolic processing, in order to obtain better action 
recognition effect.

Methods
The overview of human activity recognition
The recognition process of human activities using a network model can be divided into four main steps: data 
acquisition, data processing, model training, and model evaluation. Data acquisition involves the use of sensors 
to collect acceleration signals, angular velocity signals, and gravity signals during human activities. Since sensor-
based human activity recognition is a time series prediction classification problem, a sliding window method 
can be employed to segment the input signal data into signal windows. The window width and step size can be 
determined through experimentation.

The processed data is then input into the TCN-Attention-HAR model for training. As shown in Fig. 1, to 
extract more time-dependent information effectively, a time convolutional network is used to extract features 
from the preprocessed data at different scales. This enhances the model’s recognition ability across various 
temporal aspects. The feature representation of each element in each channel is combined into a tensor, and 
feature fusion is performed across channels. This combined information is then passed through the Attention 
layer. Attention mechanism is used to strengthen the time correlation between one time node and other time 
nodes in TCN network model, and solve the problem that the TCN network model is too deep in layers and easy 
to neglect the important time sequence information, the model concentrates more on important and relevant 
features while suppressing irrelevant information. Subsequently, the locally relevant information is processed 
through the Global Average Pooling layer (GAP) to regularize the network structure and reduce the parameter 
input. Finally, the Softmax function is applied to estimate the categories of human activities.
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Figure 1.   TCN-attention-HAR network structure.
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During the human activity recognition process, the performance of the proposed TCN-Attention-HAR model 
is evaluated using accuracy, precision, recall rate, and F1 score as evaluation metrics.

Model architecture
In the proposed model, the TCN module consists of three TCN layers with different scales, as depicted. Each 
TCN layer utilizes a different convolutional kernel size. The three channels of TCN employ kernel sizes of 3, 
5, and 7, respectively. The preprocessed sensor data is fed into the multi-channel TCN layer, and a tensor (n, l, 
k) is defined. Here, n represents the batch size, l represents the length of the selected sliding window, and k = 3 
represents the X , Y  , Z axes of the acceleration, gyroscope, and magnetometer, respectively.

The input data is processed using the TCN module, which is a type of neural network designed for handling 
time series data. In comparison to the Convolutional Neural Network (CNN), TCN offers stronger temporal 
causality and a more flexible receptive field. The TCN module consists of three main components: causal 
convolution, dilated convolution, and residual convolution.

Causal convolution strictly adheres to the temporal order of the data. For instance, when considering data at 
time t , denoted as xt , where t = n ∗ l , the prediction of yt depends solely on the data at time t and the preceding 
data. To illustrate this relationship, the data sequence x0, x1 . . . xt , xt is transformed to predict y0, y1, . . . yt . The 
specific formula for this transformation is as follows:

This issue often results in small receptive fields for causal convolutions. To address this, an expansion 
convolution is introduced to increase the receptive field. Dilated convolution, also referred to as dilated or atrous 
convolution, plays a vital role in this process. It incorporates an essential parameter known as the dilation factor, 
denoted as d. The formula for dilated convolution is as follows:

In the formula, f(i) represents the i th convolution coefficient, k represents the size of the convolution kernel, 
and xt−d•i represents the direction data before time t . When constructing the network, we set the expansion 
factor as d = bi, where i = 0,1,2,…n, usually the expansion factor is a multiple of 2. For example, as shown in Fig. 2, 
when the expansion factor is 2 and the number of network layers is 3, then d = 2i, i = 0, 1, 2.

The implementation of expansion convolution often necessitates additional network layers, which can lead 
to the problem of gradient vanishing. To address this issue, we introduce residual connections, Dropout, and 
Layer Normalization to construct a residual module within the TCN. The primary purpose of this module is to 
establish shortcut connections between network layers, effectively mitigating the problem of gradient vanishing 

(1)y0, y1, . . . yt = f(x0, x1 . . . xt)

(2)F(t) =

k−1
∑

i=0

f(i) · xt−d·i

y(1) y(2) y(3) ...... y(i)

x(1) x(2) x(3) ...... x(i) Input layer

Hidden  Layer

Hidden Layer

Output layer

d=4

d=2

d=1

Figure 2.   Convolutional diagram of expansion causality.
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associated with deep networks. The TCN residual module used in this paper is illustrated in Fig. 3. The formula 
for the residual connection is as follows:

where x is the input, F(x) represents the residual map to be learned, and o is the output of the layer.
The outputs from different channels, denoted as oa , ob , and oc , with varying sizes, are concatenated. This 

concatenation process results in a combined TCN vector, represented as ht. The specific calculation formula for 
this operation is as follows:

The attention mechanism, originally utilized in machine translation, has found wide application in various 
domains such as image processing, speech recognition, and natural language processing, thanks to the 
advancements in deep learning. In Fig. 4, xt (t ∈ [0, T]) represents the input sequence, ht (t ∈ [0, T]) represents 
the hidden layer input of the network, at (t ∈ [0, T]) represents the attention weight values of the network, and 
st (t ∈ [0, T]) represents the network output after incorporating attention. The specific formula for attention is 
as follows:

(3)o = Activation(x+ F(x))

(4)ht = Concat(oa, ob, oc)

(5)et = Utanh(whi + b)
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Figure 3.   TCN residual module diagram.
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Figure 4.   Structure of attention mechanism.
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where et represents the attention weight calculated based on the network’s output layer at time t. The attention 
weight is determined using weight parameters U  and w , along with a bias vector b . Ultimately, the classification 
of human activities is accomplished through the Softmax classification layer. The formula for this classification 
process is as follows:

where z is the output of the softmax layer, and k is the number of activity categories.
As a model compression method, knowledge distillation, as shown in Fig. 5, mainly uses large and complex 

neural network models as teacher models, simple and lightweight neural network models as student models, 
and transfers the knowledge learned from the teacher model to the student model, significantly improving the 
accuracy of the student model. The student model can adjust distillation losses through temperature (T). Given 
the probability of Softmax(zi , T) , class i is calculated based on Logit to obtain z_ I. The specific formula for adding 
the temperature softmax function is:

Therefore, the soft loss ( Lsoft ) makes Cross entropy for the softmax generated by the teacher model and the 
softmax generated by the student model, and hard ( Lhard ) is the student loss of the standard softmax function. 
The complete Loss function L of knowledge distillation process is the weighted average value of soft loss and 
hard loss, which is defined as:

(6)at =
exp(et)
∑t

j=0ej

(7)si =

n
∑

t

aihi

(8)Softmax(zi) =
ezi

∑k
j=1e

zj

(9)Softmax(zi , T) =
exp(z/T)

∑

i exp(zi/T)
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Figure 5.   Knowledge distillation structure diagram.
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where H is the Cross entropy Loss function, zt and zs represents the logarithm of the teacher model and the 
student model,α As the distillation loss coefficient, β As a loss coefficient for students.

Experiments
This section focuses on presenting the experimental setup and simulation results of the proposed model using the 
WISDM, PAMAP2, and USC-HAD datasets, which represent real-world scenarios. It is divided into four main 
parts: dataset introduction, data preprocessing, evaluation metrics, and results and discussion. The experiments 
were conducted in an environment based on a 64-bit Windows 11 operating system, equipped with an i7-11800H 
CPU running at 4.6 GHz and 64 GB of memory. The model experiments, training, and testing were performed 
using the TensorFlow 2.x framework.

Dataset
To validate the effectiveness of the model, three datasets were utilized: WISDM57, Pamap258, and USC-HAD59. 
Below is a description of the basic information for each dataset.

(1)	 WISDM Dataset: This dataset is a publicly available dataset released by the Wireless Sensor Laboratory 
at Fordham University. It consists of 1,098,207 samples collected from 36 participants who wore Android 
smartphones in their front leg pockets. The triaxial acceleration data was recorded at a frequency of 20 Hz. 
The participants were instructed to perform six types of movements: sitting, standing, walking, going 
upstairs, going downstairs, and jogging.

(2)	 Pamap2 Dataset: The Pamap2 dataset focuses on physical activity and human exercise data. It includes 
recordings of 18 exercises performed by 9 subjects, primarily ranging in age from 24 to 32 years old. The 
data collection phase involved the use of two accelerometers, a gyroscope, and a magnetometer, with a 
sampling rate of 100 Hz. The participants performed 12 activities, including lying down, sitting, standing, 
walking, running, cycling, Nordic walking, ironing, vacuuming, jumping rope, and going up and down 
stairs. Additionally, the participants were given six optional activities to choose from, which include 
watching TV, working on the computer, driving, folding clothes, cleaning the house, and playing football. 
For the experiments, 12 out of the 18 activities were used.

(3)	 USC-HAD Dataset: The USC-HAD dataset utilizes a sensing platform called MotionNode to capture human 
signals. MotionNode is an inertial measurement unit (IMU) comprising a three-axis accelerometer and 
gyroscope, sampled at a frequency of 100 Hz. The IMU was worn by 14 participants, placed in a forearm 
bag on the right arm. The dataset encompasses a total of 12 activities, including walking forward, walking 
left, walking right, walking upstairs, walking downstairs, running forward, jumping, sitting, standing, 
sleeping, getting on an elevator, and getting off an elevator.

Technical details
During the data processing stage, the original sensor data often contains noise and errors. To enhance the 
accuracy of training and prediction, a data cleaning technique is generally applied to eliminate incomplete and 
inaccurate data, including handling missing data. Subsequently, data normalization is performed to address the 
significant variation in sensor values.

The processed data is then segmented using a sliding window method. This segmentation approach plays a 
crucial role in dividing the data into the training and test sets. The selection of the sliding window size and the 
degree of overlap significantly impact the experiments’ outcomes. For the WISDM, Pamap2, and USC-HAD 
datasets, the window size was set to 128, with a 50% overlap, taking into consideration the data frequency and 
human activity patterns. Specific optimal parameters: the size of convolution kernel is 64, the number of attention 
mechanism heads is 8, the learning rate is 0.0005, and the number of training epochs is 100, The ratio of the 
training set: test set is 8:2.

Experimental evaluation index
Common indicators used in model classification include: Recall rate, accuracy, accuracy and F1 score will 
evaluate the performance of the model. Accuracy and accuracy are similar to the overall accuracy of judgments, 
but in the case of unbalanced samples, is not a good measure. The recall rate reflects the probability that the 
predicted correct sample accounts for the positive sample, and the F 1 score mainly plays the role of reconciling 
the accuracy rate and the recall rate. TP, TN, FP and FN are commonly used in model classification results. TP 
represents the number of correct samples with positive predictive value and TN represents the number of correct 
samples with negative predictive value and FN represents the number of wrong samples with positive predictive 
value and FN represents the number of wrong samples with positive predictive value. FP represents the number 
of error samples where the true value is negative and the predicted value is positive. For multi-classification work, 
FN is the true value is the error sample of the predicted value of this class is the error sample of the other class, 
and FP is the error sample of the other class is the error sample of the predicted value of this class.

The recall rate is the probability of being predicted to be a positive sample in an actual positive sample, 
expressed as follows:

(10)

Lsoft =H
(

softmax(zt ,T), softmax(zs ,T)
)

Lhard =H
(

softmax(zs , 1),Y
)

L =αLsoft + βLhard
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Accuracy is the ratio of the number of samples correctly classified by the classifier to the total number of 
samples in the original sample. Its expression is as follows:

Accuracy is for prediction and is the probability of actually being positive among all predicted positive 
samples, expressed as follows:

The F1 score is a measure of the accuracy of the model on the dataset used to evaluate the binary classification, 
which is the average of accuracy and recall, expressed as follows:

Confusion Matrix (CM) it is a square matrix that gives the full performance of the classification model. The 
rows of CM represent real class labels, and the columns represent predicted value labels.

Hyperparameters are optimal
In order to obtain the optimal parameters of the model, this paper uses the number of convolution cores, the 
number of attention heads and the learning rate to adjust the model and select the most appropriate parameters.

First, the number of convolution nuclei is optimal. The size of convolution nuclei selected in this paper is 
4, 8, 16, 32, 64, 128, and its accuracy is recorded. As shown in Fig. 6, it can be seen that when the convolution 
kernel is 32, the improvement is already very small, and the accuracy of 64 and 128 is basically unchanged. If 
the number of convolution is increased, the training cost will be increased. Therefore, in terms of the selection 
of the number of convolution kernel, 64 is chosen in this paper.

The number of attention heads selected in this paper is 1, 2, 4, 8, and its accuracy is recorded. As shown 
in Fig. 7, it can be seen that WISDM and USC-HAD data sets have a slight improvement from 4 to 8, while 
Pamap2 data sets have a downward trend. Therefore, in terms of the selection of the number of attention heads, 
4 is chosen in this paper.

Results and discussion
Comparison with state‑of‑the‑art methods
Tables 1, 2 and 3 presents the evaluation metrics of the proposed model on the WISDM, PAMAP2 and USC-
HAD datasets, respectively, including recall rate, accuracy, precision, and F1 score. From the observations, the 
TAHAR-Student-CNN model has the best performance on WISDM dataset, which outperformed its teacher 
model. Although the performance of the student model was similar to that of the teacher model on PAMAP2 
and USC-HAD datasets, the performance of the student model also exceeded that of most models with less 
parameters. Overall, TAHAR-Teacher performs state-of-the-art in the three datasets, mainly due to strong TCN 
feature extraction and temporal correlation, surpassing GRU Attention and LSTM Attentions.

(11)Recall =
TP

TP + FN

(12)Accuracy =
TP + TN

TP + FP + FN + TN

(13)Precision =
TP

TP + FP

(14)F1 = 2×
Precision× Recall

Precision+ Recall

Figure 6.   Knowledge distillation structure diagram.
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Impact of TCN mechanism
As shown in Table 4, the multi-channel TCN attention model outperformed the multi-channel CNN attention 
model in all metrics. The improvement between these two models is particularly evident in the USC-HAD 
dataset. As illustrated in Fig. 8, this can be attributed to the opposite time patterns observed during elevator 
ascent and descent. Specifically, during the elevator descent process, the initial acceleration is downward, while 
the final acceleration is upward. On the contrary, during the elevator ascent process, the initial acceleration 
is upward, while the final acceleration is downward. The average sub window may lead to the loss of time 
information, leading to confusion between these two activities. However, by using TCN, the confusion between 
elevator ascent and descent can be significantly reduced.

Impact of attention mechanism
From Table 5, we can observe that the improvement in attention mechanism layer. It is mainly because the 
attention mechanism can assign weights for more important parameters, which verifies the effectiveness of 
attention mechanism.

Impact of knowledge distillation
According to Table 6, three models with fewer parameters were selected, namely GRU, LSTM, and CNN models, 
as the student model. The proposed TAHAR model was used as the teacher model. The specific experimental 
results can be seen in Tables 1, 2 and 3. The distillation results of the three models (i.e., TAHAR-Student-CNN, 

Figure 7.   Influence of the number of attention heads on accuracy.

Table 1.   Comparison of model performance across WISDM datasets. Significant values are in bold.

Method Recall Accuracy Precision F1-score

SVM60 0.9049 0.9471 0.9258 0.9121

HMM61 0.9056 0.9436 0.9299 0.9128

Genetic algorithm62 0.9553 0.9724 0.9580 0.9565

GRU​ 0.9427 0.9676 0.9548 0.9484

GRU-attention63 0.9681 0.9790 0.9740 0.9710

CNN-GRU​64 0.9377 0.9632 0.9457 0.9414

LSTM 0.9370 0.9600 0.9382 0.9371

Attention-LSTM 0.9398 0.9589 0.9442 0.9419

BiLSTM 0.9593 0.9734 0.9623 0.9607

CNN-LSTM65,66 0.9557 0.9711 0.9598 0.9576

CNN-BiLSTM67 0.9613 0.9740 0.9629 0.9620

CNN-A-BiLSTM68 0.9511 0.9656 0.9536 0.9521

CNN-BiGRU​69 0.9648 0.9755 0.9645 0.9646

TAHAR-student-CNN 0.9880 0.9927 0.9865 0.9872

TAHAR-student-LSTM 0.9327 0.9604 0.9398 0.9342

TAHAR-student-GRU​ 0.9665 0.9804 0.9745 0.9701

TCN-attention-HAR-teacher 0.9850 0.9903 0.9863 0.9856
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TAHAR-Student-LSTM and TAHAR-Student-GRU) on the three datasets are better than other models in 
recognition performance, and are lower in parameters compared to other models. Among them, the CNN 
distillation results on the WISDM dataset also exceed the performance of the teacher model.

Table 2.   Comparison of model performance across PAMAP2datasets. Significant values are in bold.

Method Recall Accuracy Precision F1-score

SVM 0.8975 0.9162 0.9144 0.9046

HMM 0.9126 0.9266 0.9248 0.9173

Genetic algorithm 0.9271 0.9442 0.9427 0.9341

GRU​ 0.8948 0.9134 0.9138 0.9024

GRU-attention 0.9783 0.9792 0.9784 0.9783

CNN-GRU​ 0.9235 0.9372 0.9354 0.9288

LSTM 0.8749 0.8975 0.8965 0.8824

Attention-LSTM 0.8891 0.9116 0.9102 0.8972

BiLSTM 0.9120 0.9275 0.9259 0.9178

CNN-LSTM 0.9441 0.9527 0.9493 0.9464

CNN-BiLSTM 0.9363 0.9453 0.9462 0.9408

CNN-A-BiLSTM 0.9488 0.9555 0.9527 0.9507

CNN-BiGRU​ 0.9583 0.9652 0.9657 0.9616

TAHAR-student-CNN 0.9406 0.9496 0.9492 0.9442

TAHAR-student-LSTM 0.9584 0.9682 0.9689 0.9632

TAHAR-student-GRU​ 0.9446 0.9591 0.9620 0.9522

TCN-attention-HAR-teacher 0.9837 0.9835 0.9823 0.9829

Table 3.   Comparison of model performance across USC-HAD datasets. Significant values are in bold.

Method Recall Accuracy Precision F1-score

SVM 0.8200 0.8941 0.8641 0.8033

HMM 0.9015 0.9453 0.9199 0.9019

Genetic algorithm 0.9323 0.9556 0.9381 0.9345

GRU​ 0.7813 0.8461 0.8115 0.7905

GRU-attention 0.9420 0.9581 0.9431 0.9412

CNN-GRU​ 0.8394 0.8963 0.8485 0.8409

LSTM 0.7663 0.8428 0.7955 0.7709

Attention-LSTM 0.7945 0.8628 0.8252 0.7994

BiLSTM 0.8570 0.8946 0.8644 0.8577

CNN-LSTM 0.8988 0.9347 0.9030 0.8983

CNN-BiLSTM 0.9102 0.9448 0.9062 0.9005

CNN-A-BiLSTM 0.9176 0.9414 0.9110 0.9130

CNN-BiGRU​ 0.8884 0.9264 0.8860 0.8831

TAHAR-student-CNN 0.8987 0.8976 0.8482 0.8524

TAHAR-student-LSTM 0.8948 0.9317 0.9079 0.8836

TAHAR-student-GRU​ 0.8976 0.9317 0.8583 0.8701

TCN-attention-HAR-teacher 0.9423 0.9632 0.9488 0.9434

Table 4.   Comparison table of multi-channel TCN-attention-HAR and multi-channel CNN-attention on USC-
HAD dataset. Significant values are in bold.

Method Recall Accuracy Precision F1-score

CNN-attention 0.9111 0.9448 0.9136 0.9119

TCN-attention-HAR-teacher 0.9423 0.9632 0.9488 0.9434
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Conclusions
This paper presents a deep learning model based on wearable sensing data for human activity recognition. By 
combining TCN and the Attention mechanism, a TCN-attention-HAR based model is constructed. Moreover, 
the knowledge distillation mechanism is utilized to reduce the model parameters with competitive performance. 
Experimental results among different models on three public datasets demonstrate that the proposed TRHAR 

Figure 8.   Comparison of F1 scores between the TACHAR-Teacher and CNN attention models on the USC-
HAD dataset [i.e., Walking forward (1), walking left (2), walking right (3), going upstairs (4), walking downstairs 
(5), running forward (6), jumping (7), sitting (8), standing (9), sleeping (10), getting on the elevator (11), and 
getting off the elevator (12)].

Table 5.   Comparison Table of the Recognition Effects of the Model with and without Attention Layers in this 
article. Significant values are in bold.

Method Recall Accuracy Precision F1-score

TCN 0.9221 0.9556 0.9306 0.9070

TCN-attention-HAR-teacher 0.9423 0.9632 0.9488 0.9434

Table 6.   Comparison table of various model parameters. Significant values are in bold.

Method Model parameters Training time per epoch

GRU-attention 2,163,340 18.797

CNN-GRU​ 267,404 6.974

Attention-LSTM 2,180,240 18.832

BiLSTM 70.668 4.212

CNN-LSTM 348,810 7.048

CNN-BiLSTM 874,124 7.160

CNN-attention-BiLSTM 4,605,068 14.940

CNN-BiGRU​ 662,156 7.717

TAHAR-student-CNN 17,804 3066

TAHAR-student-LSTM 18,956 3.480

TAHAR-student-GRU​ 14,604 3.472

TAHAR-teacher 10,950,162 36.319
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exhibits favorable classification and recognition performance. It holds significant practical value in the field of 
human activity recognition and provides valuable insights for future research in this area.

Data availability
The WISDM datasets generated and/or analysed during the current study are available in the UCI Machine 
Learning Repository, https://​archi​ve.​ics.​uci.​edu/​datas​et/​507/​wisdm+​smart​phone+​and+​smart​watch+​activ​
ity+​and+​biome​trics+​datas​et. The USC-HAD datasets generated and/or analysed during the current study are 
available in the USC Signal and Image Processing Institute, https://​sipi.​usc.​edu/​had/. The PAMAP2 datasets 
generated and/or analysed during the current study are available in the UCI Machine Learning Repository, 
https://​archi​ve.​ics.​uci.​edu/​datas​et/​231/​pamap2+​physi​cal+​activ​ity+​monit​oring.

Received: 24 December 2023; Accepted: 22 March 2024

References
	 1.	 Wang, Y., Cang, S. & Yu, H. A survey on wearable sensor modality centred human activity recognition in health care. Expert Syst. 

Appl. 137, 167–190 (2019).
	 2.	 Abd. Rahim, K. N., Elamvazuthi, I., Izhar, L. I. & Capi, G. Classification of human daily activities using ensemble methods based 

on smartphone inertial sensors. Sensors 18(12), 4132. https://​doi.​org/​10.​3390/​s1812​4132 (2018).
	 3.	 Janidarmian, M., Roshan Fekr, A., Radecka, K. & Zilic, Z. A comprehensive analysis on wearable acceleration sensors in human 

activity recognition. Sensors 17, 529 (2017).
	 4.	 Smart home for elderly care using optimized number of wireless sensors. in 4th International Conference on Computers and Devices 

for Communication, (CODEC).
	 5.	 Development of a life logging system via depth imaging-based human activity recognition for smart homes. in Proceedings of the 

International Symposium on Sustainable Healthy Buildings.
	 6.	 Recognition of human home activities via depth silhouettes and R transformation for smart homes, Indoor and Built Environment.
	 7.	 Real-time life logging via a depth silhouette-based human activity recognition system for smart home services. in Proceedings of 

the IEEE International Conference on Advanced Video and Signal-based Surveillance.
	 8.	 Li, H. & Yang, G. Dietary nutritional information autonomous perception method based on machine vision in smart homes. 

Entropy 24, 868 (2022).
	 9.	 Su, Z., Li, Y. & Yang, G. Dietary composition perception algorithm using social robot audition for mandarin Chinese. IEEE Access 

8, 8768–8782 (2020).
	10.	 Robust spatio-temporal features for human interaction recognition via artificial neural network. in IEEE conference on International 

Conference on Frontiers of information technology.
	11.	 Wearable sensor-based human behavior understanding and recognition in daily life for smart environments. in IEEE conference 

on International Conference on Frontiers of information technology.
	12.	 Jalal, A. & Mahmood, M. Students’ behavior mining in e-learning environment using cognitive processes with information 

technologies. Edu. Inf. Technol. 24, 2797–2821 (2019).
	13.	 Song, Y., Tang, J., Liu, F. & Yan, S. Body surface context: A new robust feature for action recognition from depth videos. IEEE Trans. 

Circuits Syst. Video Technol. 24(6), 952–964 (2014).
	14.	 Althloothi, S., Mahoor, M. H., Zhang, X. & Voyles, R. M. Human activity recognition using multi-features and multiple kernel 

learning. Pattern Recognit. 47(5), 1800–1812 (2014).
	15.	 Jalal, A., Sarif, N., Kim, J. T. & Kim, T.-S. Human Activity recognition via recognized body parts of human depth silhouettes for 

residents monitoring services at smart home. Indoor Built Environ. 22(1), 271–279 (2013).
	16.	 Jalal, A., Kamal, S. & Kim, D. Shape and motion features approach for activity tracking and recognition from Kinect video camera. 

in 2015 IEEE 29th International Conference on Advanced Information Networking and Applications Workshops, Gwangju, Korea 
(South), 445–450 (2015).

	17.	 Jalal, A., Kamal, S. & Kim, D. A depth video sensor-based life-logging human activity recognition system for elderly care in smart 
indoor environments. Sensors 14, 11735–11759 (2014).

	18.	 Lin, C.-L. et al. Fall monitoring for the elderly using wearable inertial measurement sensors on eyeglasses. IEEE Sens. Lett. 4(6), 
1–4. https://​doi.​org/​10.​1109/​LSENS.​2020.​29967​46 (2020).

	19.	 Jalal, A., Quaid, M. A. K. & Sidduqi, M. A. A Triaxial acceleration-based human motion detection for ambient smart home system. 
in 2019 16th International Bhurban Conference on Applied Sciences and Technology (IBCAST), Islamabad, Pakistan, 353–358 (2019).

	20.	 Batool, M. et al. Sensors technologies for human activity analysis based on SVM optimized by PSO algorithm. in 2019 International 
Conference on Applied and Engineering Mathematics (ICAEM) 145–150 (2019).

	21.	 Lin, J., Li, Y. & Yang, G. FPGAN: Face de-identification method with generative adversarial networks for social robots. Neural 
Netw. 133, 132–147 (2021).

	22.	 Yang, Y. et al. A review of IoT-enabled mobile healthcare: Technologies, challenges, and future trends. IEEE Internet Things J. 9(12), 
9478–9502 (2022).

	23.	 Nguyen, B., Coelho, Y., Bastos, T. & Krishnan, S. Trends in human activity recognition with focus on machine learning and power 
requirements. Mach. Learn. Appl. 5, 100072. https://​doi.​org/​10.​1016/j.​mlwa.​2021.​100072 (2021).

	24.	 Ehatisham-Ul-Haq, M. et al. Robust human activity recognition using multimodal feature-level fusion. IEEE Access 7, 60736–60751. 
https://​doi.​org/​10.​1109/​ACCESS.​2019.​29133​93 (2019).

	25.	 Ghazal, S., Khan, U. S., Saleem, M. M., Rashid, N. & Iqbal, J. Human activity recognition using 2D skeleton data and supervised 
machine learning. IET Image Process. 13(13), 2572–2578. https://​doi.​org/​10.​1049/​iet-​ipr.​2019.​0030 (2019).

	26.	 Feng, Z., Mo, L. & Meng, L. A random forest-based ensemble method for activity recognition. IEEE, (2015).
	27.	 Dewangan, D. K. & Sahu, S. P. RCNet: Road classification convolutional neural networks for intelligent vehicle system. Intel. Serv. 

Robotics 14, 199–214 (2021).
	28.	 Noori, F. M. et al. Human activity recognition from multiple sensors data using multi-fusion representations and CNNs. ACM 

Trans. Multimed. Comput. Commun. Appl. 16(2), 1–19 (2020).
	29.	 Liu, L. et al. An information gain-based model and an attention-based RNN for wearable human activity recognition. Entropy 23, 

1635 (2021).
	30.	 Zhu. Q., Chen, Z. & Yeng, C. S. A novel semi-supervised deep learning method for human activity recognition. IEEE Trans. Ind. 

Inf. 1–1 (2018).
	31.	 Jalal, A., Quaid, M. A. K. & Kim, K. A wrist worn acceleration based human motion analysis and classification for ambient smart 

home system. J. Electr. Eng. Technol. 14, 1733–1739 (2019).
	32.	 Jalal, A., Kim, Y. & Kim, D. Ridge body parts features for human pose estimation and recognition from RGB-D video data. in Fifth 

International Conference on Computing, Communications and Networking Technologies (ICCCNT), Hefei, China, 1–6 (2014).

https://archive.ics.uci.edu/dataset/507/wisdm+smartphone+and+smartwatch+activity+and+biometrics+dataset
https://archive.ics.uci.edu/dataset/507/wisdm+smartphone+and+smartwatch+activity+and+biometrics+dataset
https://sipi.usc.edu/had/
https://archive.ics.uci.edu/dataset/231/pamap2+physical+activity+monitoring
https://doi.org/10.3390/s18124132
https://doi.org/10.1109/LSENS.2020.2996746
https://doi.org/10.1016/j.mlwa.2021.100072
https://doi.org/10.1109/ACCESS.2019.2913393
https://doi.org/10.1049/iet-ipr.2019.0030


13

Vol.:(0123456789)

Scientific Reports |         (2024) 14:7414  | https://doi.org/10.1038/s41598-024-57912-3

www.nature.com/scientificreports/

	33.	 Jalal, A., Kamal, S. & Kim, D. Human depth sensors-based activity recognition using spatiotemporal features and hidden Markov 
model for smart environments. J. Comput. Netw. Commun. 2016, 8087545 (2016).

	34.	 Kamal, S., Jalal, A. & Kim, D. depth images-based human detection, tracking and activity recognition using spatiotemporal features 
and modified HMM. J. Electr. Eng. Technol. 11(6), 1857–1862. https://​doi.​org/​10.​5370/​JEET.​2016.​11.6.​1857 (2016).

	35.	 Mahmood, M., Jalal, A. & Kim, K. WHITE STAG model: Wise human interaction tracking and estimation (WHITE) using spatio-
temporal and angular-geometric (STAG) descriptors. Multimed. Tools Appl. 79, 6919–6950 (2020).

	36.	 Phyo, C. N., Zin, T. T. & Tin, P. Deep learning for recognizing human activities using motions of skeletal joints. IEEE Trans. Consum. 
Electr. 65(2), 243–252. https://​doi.​org/​10.​1109/​TCE.​2019.​29089​86 (2019).

	37.	 Jalal, A., Khalid, N. & Kim, K. Automatic recognition of human interaction via hybrid descriptors and maximum entropy Markov 
model using depth sensors. Entropy 22, 817 (2020).

	38.	 Batool, M., Jalal, A. & Kim, K. Telemonitoring of daily activity using accelerometer and gyroscope in smart home environments. 
J. Electr. Eng. Technol. 15, 2801–2809 (2020).

	39.	 Jalal, A., Batool, M. & Kim, K. Stochastic recognition of physical activity and healthcare using tri-axial inertial wearable sensors. 
Appl. Sci. 10, 7122 (2020).

	40.	 Jalal, A., Uddin, M. Z. & Kim, T.-S. Depth video-based human activity recognition system using translation and scaling invariant 
features for life logging at smart home. IEEE Trans. Consum. Electr. 58(3), 863–871 (2012).

	41.	 Jalal, A., Kim, Y.-H., Kim, Y.-J., Kamal, S. & Kim, D. Robust human activity recognition from depth video using spatiotemporal 
multi-fused features. Pattern Recogn. 61, 295–308 (2017).

	42.	 Farooq, A., Jalal, A. & Kamal, S. Dense RGB-D map-based human tracking and activity recognition using skin joints features and 
self-organizing map. KSII Trans. Internet Inf. Syst. (TIIS) 9(5), 1856–1869 (2015).

	43.	 Zin, T. T. et al. Real-time action recognition system for elderly people using stereo depth camera. Sensors 21(17), 5895 (2021).
	44.	 Tharwat, A., Mahdi, H., Elhoseny, M. & Hassanien, A. E. Recognizing human activity in mobile crowdsensing environment using 

optimized k-NN algorithm. Expert Syst. Appl. 107, 32–44 (2018).
	45.	 Fatima, I., Fahim, M., Lee, Y.-K. & Lee, S. A unified framework for activity recognition-based behavior analysis and action 

prediction in smart homes. Sensors 13, 2682–2699 (2013).
	46.	 Moriya, K. et al. Daily living activity recognition with ECHONET Lite appliances and motion sensors. in 2017 IEEE International 

Conference on Pervasive Computing and Communications Workshops (PerCom Workshops), Kona, HI, USA, 437–442 (2017).
	47.	 Bustoni, I. A., Hidayatulloh, I., Ningtyas, A. M., Purwaningsih, A. & Azhari, S. N. Classification methods performance on human 

activity recognition. J. Phys.: Conf. Ser. 1456(1), 012027. https://​doi.​org/​10.​1088/​1742-​6596/​1456/1/​012027 (2020).
	48.	 Ronao, C. A. & Cho, S.-B. Human activity recognition with smartphone sensors using deep learning neural networks. Expert Syst. 

Appl. 59, 235–244. https://​doi.​org/​10.​1016/j.​eswa.​2016.​04.​032 (2016).
	49.	 Gholamrezaii, M. & Taghi Almodarresi, S. M. Human activity recognition using 2D convolutional neural networks. in 2019 27th 

Iranian Conference on Electrical Engineering (ICEE), Yazd, Iran, 1682–1686. https://​doi.​org/​10.​1109/​Irani​anCEE.​2019.​87865​78 
(2019).

	50.	 Wan, S. et al. Deep learning models for real-time human activity recognition with smartphones. Mobile Netw. Appl. 25, 743–755 
(2020).

	51.	 Lu, L., Zhang, C., Cao, K., Deng, T. & Yang, Q. A multichannel CNN-GRU model for human activity recognition. IEEE Access 10, 
66797–66810 (2022).

	52.	 Zhang, L., Wu, X. & Luo, D. Human activity recognition with HMM-DNN model. in 2015 IEEE 14th International Conference on 
Cognitive Informatics & Cognitive Computing (ICCI*CC), Beijing, China, 192–197 (2015).

	53.	 Jalal, A., Kamal, S. & Kim, D. Individual detection-tracking-recognition using depth activity images. in 2015 12th International 
Conference on Ubiquitous Robots and Ambient Intelligence (URAI), Goyangi, Korea (South), 450–455 (2015).

	54.	 Jalal, A., Batool, M. & Kim, K. Sustainable wearable system: Human behavior modeling for life-logging activities using K-Ary tree 
hashing classifier. Sustainability 12, 10324 (2020).

	55.	 Jalal, A., Kamal, S. & Kim, D. Depth silhouettes context: A new robust feature for human tracking and activity recognition based 
on embedded HMMs. in 2015 12th International Conference on Ubiquitous Robots and Ambient Intelligence (URAI), Goyangi, 
Korea (South), 294–299 (2015).

	56.	 Jalal, A., Kamal, S., Farooq, A. & Kim, D. A spatiotemporal motion variation features extraction approach for human tracking and 
pose-based action recognition. in 2015 International Conference on Informatics, Electronics & Vision (ICIEV), Fukuoka, Japan, 1–6 
(2015).

	57.	 Kwapisz, J. R., Weiss, G. M. & Moore, S. A. Activity recognition using cell phone accelerometers. SIGKDD Explor. Newsl. 12, 74–82. 
https://​doi.​org/​10.​1145/​19648​97.​19649​18 (2011).

	58.	 Reiss, A. &  Stricker, D. Introducing a new benchmarked dataset for activity monitoring. in Proceedings of the2012 16th International 
Symposium on Wearable Computers, Newcastle, UK, 108–109. https://​doi.​org/​10.​1109/​ISWC.​2012.​13. Accessed 18–22 June 2012.

	59.	 Zhang, M. & Sawchuk, A. A. USC-HAD: A daily activity dataset for ubiquitous activity recognition using wearable sensors. ACM 
https://​doi.​org/​10.​1145/​23702​16.​23704​38 (2012).

	60.	 Azmat, U. & Jalal, A. Smartphone inertial sensors for human locomotion activity recognition based on template matching and 
codebook generation. in 2021 International Conference on Communication Technologies (ComTech), Rawalpindi, Pakistan, 109–114 
(2021).

	61.	 Nadeem, A., Jalal, A. & Kim, K. Automatic human posture estimation for sport activity recognition with robust body parts detection 
and entropy markov model. Multimed. Tools Appl. 80, 21465–21498 (2021).

	62.	 Jalal, A., Quaid, M. A. K., Tahir, S. B. U. D. & Kim, K. A study of accelerometer and gyroscope measurements in physical life-log 
activities detection systems. Sensors 20(22), 6670 (2020).

	63.	 Pan, J., Zhengxin, H., Yin, S. & Li, M. GRU with dual attentions for sensor-based human activity recognition. Electronics 11(11), 
1797. https://​doi.​org/​10.​3390/​elect​ronic​s1111​1797 (2022).

	64.	 Dua, N., Singh, S. N. & Semwal, V. B. Multi-input CNN-GRU based human activity recognition using wearable sensors. Computing 
103(7), 1461–1478. https://​doi.​org/​10.​1007/​s00607-​021-​00928-8 (2021).

	65.	 Bhattacharya, D., Sharma, D., Kim, W., Ijaz, M. F. & Singh, P. K. Ensem-HAR: An ensemble deep learning model for smartphone 
sensor-based human activity recognition for measurement of elderly health monitoring. Biosensors 12(6), 393. https://​doi.​org/​10.​
3390/​bios1​20603​93 (2022).

	66.	 Semwal, V. B. et al. Gait reference trajectory generation at different walking speeds using LSTM and CNN. Multimed. Tools Appl. 
82, 33401–33419. https://​doi.​org/​10.​1007/​s11042-​023-​14733-2 (2023).

	67.	 Challa, S. K., Kumar, A. & Semwal, V. B. A multibranch CNN-BiLSTM model for human activity recognition using wearable sensor 
data. Vis. Comput. 38(12), 4095–4109. https://​doi.​org/​10.​1007/​s00371-​021-​02283-3 (2021).

	68.	 Yin, X., Liu, Z., Liu, D. & Ren, X. A novel CNN-based Bi-LSTM parallel model with attention mechanism for human activity 
recognition with noisy data. Sci. Rep. https://​doi.​org/​10.​1038/​s41598-​022-​11880-8 (2022).

	69.	 Kim, Y. W., Cho, W. H., Kim, K. S. & Lee, S. Oversampling technique-based data augmentation and 1d-cnn and bidirectional GRU 
ensemble model for human activity recognition. J. Mech. Med. Biol. https://​doi.​org/​10.​1142/​S0219​51942​24004​86 (2022).

https://doi.org/10.5370/JEET.2016.11.6.1857
https://doi.org/10.1109/TCE.2019.2908986
https://doi.org/10.1088/1742-6596/1456/1/012027
https://doi.org/10.1016/j.eswa.2016.04.032
https://doi.org/10.1109/IranianCEE.2019.8786578
https://doi.org/10.1145/1964897.1964918
https://doi.org/10.1109/ISWC.2012.13
https://doi.org/10.1145/2370216.2370438
https://doi.org/10.3390/electronics11111797
https://doi.org/10.1007/s00607-021-00928-8
https://doi.org/10.3390/bios12060393
https://doi.org/10.3390/bios12060393
https://doi.org/10.1007/s11042-023-14733-2
https://doi.org/10.1007/s00371-021-02283-3
https://doi.org/10.1038/s41598-022-11880-8
https://doi.org/10.1142/S0219519422400486


14

Vol:.(1234567890)

Scientific Reports |         (2024) 14:7414  | https://doi.org/10.1038/s41598-024-57912-3

www.nature.com/scientificreports/

Author contributions
Z.W. mainly wrote the main manuscript text and do experiments, and compiled all the charts, X.W. mainly to 
modify the format of the paper.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to Z.W.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2024

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	TCN-attention-HAR: human activity recognition based on attention mechanism time convolutional network
	Related works
	Research on human body recognition
	Research on feature extraction
	HAR research based on sensor data
	Research on classification and probability recognition

	Methods
	The overview of human activity recognition
	Model architecture

	Experiments
	Dataset
	Technical details
	Experimental evaluation index
	Hyperparameters are optimal
	Results and discussion
	Comparison with state-of-the-art methods
	Impact of TCN mechanism
	Impact of attention mechanism
	Impact of knowledge distillation


	Conclusions
	References


