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Scoring method of English 
composition integrating deep 
learning in higher vocational 
colleges
Shuo Feng , Lixia Yu  & Fen Liu *

Along with the progress of natural language processing technology and deep learning, the 
subjectivity, slow feedback, and long grading time of traditional English essay grading have been 
addressed. Intelligent English automatic scoring has been widely concerned by scholars. Given the 
limitations of topic relevance feature extraction methods and traditional automatic grading methods 
for English compositions, a topic decision model is proposed to calculate the topic relevance score 
of the topic richness in English composition. Then, based on the Score of Relevance Based on Topic 
Richness (TRSR) calculation method, an intelligent English composition scoring method combining 
artificial feature extraction and deep learning is designed. From the findings, the Topic Decision (TD) 
model achieved the best effect only when it was iterated 80 times. The corresponding accuracy, recall 
and F1 value were 0.97, 0.93 and 0.95 respectively. The model training loss finally stabilized at 0.03. 
The Intelligent English Composition Grading Method Integrating Deep Learning (DLIECG) method has 
the best overall performance and the best performance on dataset P. To sum up, the intelligent English 
composition scoring method has better effectiveness and reliability.

Keywords  Deep learning, Higher vocational colleges, Natural language processing, English composition, 
Intelligent scoring

Language is a bridge between international communication and academic research. English is also a compulsory 
course in compulsory education and higher vocational colleges in China. However, in China, English exam-ori-
ented education focuses on the written tests, which comprehensively evaluate students’ English proficiency based 
on their vocabulary proficiency, reading comprehension ability, and English writing ability. Among them, the 
English composition exam is a comprehensive examination of students’ language ability from words, grammar, 
long and difficult sentences and overall text expression ability. The traditional offline English teaching is widely 
used in higher vocational colleges. There is often a serious contradiction between effective classroom teaching 
practice and many students. It is hard for teachers to check every student efficiently and comprehensively. It is 
also difficult to provide timely feedback on students’ writing issues. In addition, the subjective factors of teachers 
also affect composition judgment. According to the statistics of the Ministry of Education, the students in China 
have displayed a significant upward trend, but the number of English teachers has declined 1. In this context, 
English teaching has become a heavy burden for teachers. It is also difficult for students to receive timely feed-
back from teachers on composition problems. Liu H et al. proposed a new relationship-driven method based on 
Transformer architecture. A new token-guided multiple loss function was designed to solve the severe occlusion, 
low illumination and extreme direction existing in head pose estimation in practical applications. Based on the 
experimental results of three challenging benchmark HPE datasets, the proposed approach achieved state-of-
the-art performance 2. Liu et al., proposed a human pose estimation model with joint direction cue and Gaussian 
coordinate coding to alleviate the constraints of human pose estimation under normal circumstances. Experi-
mental results showed that this method could obtain robust results. The extended experiments were carried out 
on the collected infrared images. The results indicate that the experiment achieved good results when there was 
insufficient color and texture information 3. Liu et al., designed an efficient deep matrix decomposition with ret-
rospective feature learning for industrial recommendation systems to explain the characteristics of user reviews. 
The research results on multiple data sets showed that the proposed method was superior to existing methods 
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in terms of effectiveness and efficiency. It had a good prospect for industrial transformation and application 4. 
Therefore, it is the most important thing to realize the intelligent scoring method of English composition with 
Internet technology. With the gradual maturity of Internet technology, it is possible to combine it with education. 
The Score of Relevance Based on Topic Richness (TRSR) is designed to address the dimension of topic richness in 
English compositions, aiming to achieve objective and efficient intelligent scoring. Combined with Deep Learn-
ing 5–7, an Intelligent English Composition Grading Method Integrating Deep Learning (DLIECG) is proposed.

Related work
In recent years, artificial intelligence has been widely applied in various fields. The automatic grading of English 
compositions has also received extensive attention from researchers 8. Automatic grading of English composi-
tion is to solve the heavy teaching burden, strong subjectivity of composition grading, long examination time 
and difficult feedback in traditional English teaching 9. Many scholars have conducted in-depth analysis and 
discussion. Rajagede designed a model for automatically evaluating student essay answers for automatic grading 
of Indonesian student essays. The results showed that the model extracted more information from sentences. 
However, the file size was smaller than the Fast-Text pre-training model. On the Ukara dataset, the model had 
a better F1 value, at 0.829 10. Under the background of computer technology and AI technology, Yi found that 
automatic English grading was the inevitable trend. He proposed a college English assistance system solution 
based on artificial intelligence technology. This paper discussed the application of AI in English teaching to 
improve the English teaching effect 11. Ince et al., aimed to develop an objective and effective automatic scoring 
model for open questions using machine learning method. The research results showed that this method had 
the best precision and F1 value in the Türkiye physics curriculum dataset 12.

The deep learning has achieved relatively mature application achievements. The composition scoring method 
based on deep learning can solve the difficult semantic information extraction relying on artificial features, 
maintaining excellent performance in most tasks 13. However, in the practical application of English composi-
tion grading, due to the constraints of scale, the generalization ability of the model is defective, resulting in the 
inability to recognize the shallow features 14. Wang et al., found that traditional machine learning couldn’t be 
directly applied. Therefore, deep learning was introduced to design an English word segmentation processing 
method with multiple neural networks. The experimental results showed that the average prediction processing 
speed of this method was 1.94 times faster than BI-LSTM-CRF, indicating that the proposed method had a faster 
processing speed. It could effectively improve the efficiency of word segmentation processing 15. Cui analyzed 
the application of deep learning and object visual detection in online English vocabulary teaching. The results 
showed that the application of corpora in university vocabulary teaching could promote students to actively use 
corpora in English vocabulary learning. The classification accuracy of this method was over 90% 16. Hao found 
that students didn’t have sufficient interactive interest and emotional stimulation in multimedia English teach-
ing. For this defect, an intelligent network English teaching system based on deep learning speech enhancement 
and facial expression recognition was studied. The experimental results confirmed that it had good detection 
ability on students’ expressions 17.

To sum up, the research on automatic English grading methods is not mature, but it can learn from other 
automatic essay grading systems. In view of the lack of relevance dimension research in the existing English 
scoring system and the feature deficiencies in deep learning, the research first proposes a TRSR model based 
on topic richness. Then, deep learning is combined with artificial feature extraction methods to construct the 
DLIECG method.

Design of intelligent English composition scoring method integrating deep learning
Preparation stage of intelligent English composition scoring method
The preparation stage of intelligent English composition scoring method includes Pre-training Word Vector 
(PWV), Recurrent Neural Network (RNN), Transfer Learning (TL) and Text Segmentation (TS) 18–20. PWV 
encodes syntactic and semantic information into a dense vector, which solves the dimensionality curse caused 
by traditional single hot encoding. Among them, single hot encoding mainly encodes N states through N-bit 
state registers. Each state is represented by a corresponding independent register bit, which is only valid for one 
bit at any time. The dimensionality curse problem is that a single hot encoding introduces a large number of 
new features based on the original features, leading to dimension explosion. Especially in situations with mul-
tiple classifications, this may increase computational complexity and storage space requirements. At present, 
the mainstream word vector construction work includes the Context-based Pre-training Word Vector Con-
struction method (Word2vec), the Global Vectors for Word Representation (Glove) and the Transformer-based 
Pre-training model (BERT) 21,22. In the Word2vec model training, the Continuous Word Bag model (CWB) for 
predicting intermediate words in the sliding window and the Skip-Gram model for predicting two words on 
both sides of the known intermediate words are shown in Fig. 1.

In Fig.  1a, the CWB model is composed of input layer, projection layer and output layer. 
[At−2,At−1,At ,At+1,At+2,] is the current window contains words. The window word is first thermally coded 
separately as the input layer. The coding dimension is the non-repeating thesaurus set of the current corpus. The 
unique heat code of [At−2,At−1,At+1,At+2,] is accumulated and summed on the projection layer. Secondly, the 
summation coding is used as the input layer. The SoftMax function is used to classify and predict the prediction 
words. Finally, the network parameters are optimized by back-propagation algorithm. CWB uses a Huffman 
tree to classify the output layer for optimized computation. In Fig. 1b, the speed of the skip-Gram model train-
ing word vector is opposite to that of CWB. The input is the unique code of the target word, and the output is 
the words on both sides of the window. The core task of the Skip-Gram model is to learn a mapping relation-
ship that maps words into a vector space, so that semantically similar words have close distances in the vector 
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space. Glove uses the property of ratio to establish the loss function by connecting with the word vector. The 
least square loss is optimized using the Adarad method. The construction process of co-occurrence matrix is as 
follows. U is the co-occurrence matrix. The element is Uj,k , which represents the number of times that the words 
j and k appear together in a window. B =

{

Anny, I , like, you, but, you, like, her
}

 is the corpus. The vocabulary 
size is N = 6 . Assuming that the current sliding window width is 5, a window content will be generated after 
one sliding. Taking Window 3 as an example, that is, the head word is you, and the context words are I, like, but 
and you. The formula (1) can be obtained.

Taking formula (1) as an example, the co-occurrence matrix U6×6 is obtained by sliding B . The number of 
times two adjacent words appeared together in B is stored by co-occurrence matrix. Then the word vector is 
constructed through ratio feature, as shown in formula (2).

In formula (2), Pi,k and Pi,k represent the occurrences of the word k in the context of i and j . bi , bj and bk are 
vector representations of the current words i , j and k . Ui,k is the number of occurrences of the word k in the i 
context. Ui represents the number of occurrences of the word i . Table 1 shows the property of ratio.

BERT model is universal. Based on the transformer encoder part, it uses the Masked Language Model (MLM) 
and the Next Sentence Prediction (NSP) training task to train on the data. The structure of Transformer encoder 
unit is shown in Fig. 2.
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Figure 1.   Structure diagram of CWB model and skip-gram model.

Table 1.   ratio value property.

The value of ratioi,j,k Words j  and k are related Words j  and k are unrelated

Words i  and k are related Close to 1 Very big

Words i  and k are unrelated Very small Close to 1
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In Fig. 2, the unit is composed of a Multi-headed Self-attention Mechanism (MSM) and a fully connected 
forward propagation network. Normalization and residual connection are introduced in this unit. The MSM 
allocates the weight of input codes, accumulates and transmits the codes after each Attention Mechanism (AM) to 
the forward network. After the forward network normalizes the coding, it can be output to the next transformer 
encoder unit by adding the coding before transmission. BERT model uses the processing mode of transformer 
encoder to encode the bidirectional context information based on the MLM pre-training task. RNN is widely 
used in Natural Language Processing (NLP), which solves the unordered input information in feedforward 
neural networks, large space occupied by traditional language models, and the inability of convolutional neural 
networks to extract global semantics. RNN can capture the information that has been calculated in the history 
for calculating the current time. At present, the mainstream RNN-based method is the Long Short-term Memory 
Network (LSTM). The model optimizes the structure of RNN, adds Cell state unit, and alleviates the gradient 
disappearance problem caused by RNN structure. Cell structure is composed of input gate s , forgetting gate f  
and output gate . The relevant calculation is shown in formula (3).

In formula (3), δ is the activation function. ω is the weight matrix. 
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CLt
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ht

 is the deviation value. The calculation 

of Cell unit CLt and hidden layer state ht is shown in formula (4).

The deep learning or machine learning is mainly driven by supervised learning. Supervised learning needs to 
rely on abundant labeled data to train a successful model, which also reflects the shortcomings of deep learning 
and machine learning. TL can solve the contradiction between big data and few labels, as well as between general 
models and personalized needs. TL can be divided into TL methods based on features, instances, relationships 
and models according to learning methods. The model-based TL method trains the model in the source domain 
through a large number of data. It is used for the process prediction in the target domain. Written text is separated 
into meaningful units through TS. According to the granularity of segmentation, there are basic discourse unit 
segmentation tasks and topic segmentation tasks. Among them, topic segmentation is to divide a section of text 
through topic semantic information, with each topic being continuous.

Calculation method of TRSR and design of DLIECG
At present, the automatic analysis system for English composition in the education application market has the 
following problems, such as the imperfect feedback mechanism and the lack of feedback on relevance and other 
dimensions. Nowadays, the mainstream correlation methods in English composition include deep learning 
and unsupervised feature extraction. These two methods lack the fine-grained analysis of content and face dif-
ficulties in extracting semantic features. However, the unsupervised method can effectively avoid the defect of 
relying on annotation data. The corresponding semantic information can be extracted by deep learning method. 
Unsupervised feature extraction methods often treat the task as a semantic similarity problem. Firstly, feature 
selection methods are used to extract text features of an essay, such as keywords and topic features. Then, based 
on the extracted features, each text is transformed into a vector. Finally, the relevance of the essay is determined 
by calculating the similarity between the text vector and the essay topic vector. At present, the NLP is conducted 
in a pre-trained model environment, which makes it possible to obtain better sentence semantic vector repre-
sentation through the pre-training model. The study combines the advantages of feature extraction methods 
with the pre-trained model in semantic vectorization representation. A TRSR calculation method is proposed 
to optimize the feedback mechanism of an intelligent English essay scoring system. Among them, topic rich-
ness is the correlation between the number of topics and the requirements of an English essay. The correlation 
is semantic similarity. The TRSR calculation method is shown in Fig. 3.
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Figure 2.   Transformer encoder unit structure.
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In Fig. 3, the specific flow of TRSR calculation method is as follows. The first step is to code the acquired 
English composition data and input it into the model. The second step is to obtain relevant data with topic 
granularity through the model. The third step is to quantify the theme and its semantics in English composition. 
The fourth step adopts ζ − AV  to calculation and get the final score of the the English composition correlation. 
The bidirectional coding BERT model based on transformer can learn semantic features at high level, which 
can make the text data obtain better representation. Therefore, the input of Topic Decision model (TD) uses the 
bidirectional coding method of BERT model. The sentence is expressed as SE = (l1, l2, . . . , ln) . lj , 1 ≤ j ≤ n is 
the j word of the current sentence. The word vector vj is obtained through the BERT pre-training model for all 
words. The sentence coding method uses the average value of 9–12 layers of coding in the model to represent 
vj , as shown in formula (5).

In formula (5), RT represents the specific coding method of vj . The RT is shown in formula (6).

In formula (6), layerm is the BERT code of layer m . The research uses TD model to segment the topic granu-
larity of English composition data. The last sentence of each topic in the text is taken as the stop point, and 
the input sentence is determined using the structure of BILSTM-Attention model. In the TD model, the first 
step is to input the word granularity. Then the AM is used to give the input data weight, and a fully con-
nected layer with dimensionality reduction is input. Finally, the SoftMax function is used to classify. Sentences 
SEj , SEj+1 =

[

v1, v2, · · · , vq
]

 are entered. The BiLSTM model codes input data, as shown in formula (7).

In formula (7), bt
(

1 ≤ t ≤ q
)

 represents the encoding of vt by BiLSTM at t  . Then AM is used to calculate the 
output weight of BiLSTM at each time point. Formula (8) displays the process.

In formula (8), xt , ωv and dv represent the number of layers of AM. et means that the input sequence of the t  
time point accounts for the weight of all inputs. The input vector yt with weight expression can be obtained in 
the AM layer, as shown in formula (9).

The vector representation with vocabulary weight is calculated by AM. It is entered into the full connec-
tion layer. To realize classification, the SoftMax function is adopted. The vector after splicing is y′ , as shown in 
formula (10).
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Figure 3.   TRSR calculation method flow.
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In formula (10), con represents the splicing of vectors. W and ds are network parameters of the current clas-
sification layer. z̃ is the final classification outcome. The cross entropy loss function is the loss function of TD 
model. The current training batch G =

(

g1, g2, . . . , gn
)

 of n training samples is added. The Mean Square Error 
(MSE) function is shown in formula (11).

In formula (11), ZG and ZG̃ represent the data batches of actual category and forecast category, respectively. 
The key is to obtain the similarity between topics and semantic vectorization of English compositions. The BERT-
Sentence model solves the problem that the traditional BERT model takes a large part in calculating the semantic 
similarity of sentences. BERT-Flow model presents non-smooth anisotropy to BERT’s semantic space, which 
optimizes the semantic space distribution. Therefore, BERT-Sentence model and BERT-Flow model are selected 
for data semantic vectorization. Semantic expression ability ζ of BERY model and Fast-Text are tested. When 
calculating the ζ − AV  score, ζ is the reward factor. AV  is the mean value idea. The split English composition 
data is EE = {tc1, tc2, . . . , tcn} , which includes n topics. tcj

(

1 ≤ j ≤ n
)

 stands for the j topic in the composition. 
Semantic vectorization and English composition theme are tc and te . The semantic similarity of each tc vector 
and te vector are calculated to get the relevance degree S , as shown in formula (12).

In formula (12), SIj is the similarity between tc and te . SIEE represents the similarity between the whole English 
composition and te . A higher ζ value indicates more tc in English composition. ζ will gradually approach 1 with 
the growth of tc to reduce the influence of extreme topics in English composition. By combining the advantages of 
artificial features and semantic scoring models to extract feature points, as well as the TRSR calculation method, 
an enhanced deep learning IECG method can be obtained. Figure 4 presents the specific process.

The artificial feature method is applied to extract shallow features. Feature extraction is performed on stu-
dents’ vocabulary and sentence abilities. Table 2 shows the details.

The research uses the Bi-directional LSTM model (BiLSTM) to build a model for the semantic score EE of 
English compositions. The first is the vector representation of model input. The current English composition is 
EE = {SE1, SE2, . . . , SEn} . EE is composed of n sentences SE . The specific code of SE is shown in formula (13).

To gain the context semantic information, the research uses the BiLSTM model. Compared with the tradi-
tional LSTM, the output information of the BiLSTM model at t  is ht . This model not only extracts the information 
of the first t − 1 time, but also fuses the information after the t  time. If EE = {SE1, . . . , SEt−1, SEt , SEt+1, . . . , SEn} , 
the encoded representation of BiLSTM can be obtained, as shown in formula (14).
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In formula (14), 
←
h
t

 and �ht represent the forward and reverse outputs of the BiLSTM model, respectively. The 
final output is the forward and reverse output vector splicing to represent H . The dimension of H is reduced by 
full connection layer. The vector after dimension reduction is expressed as H ′ . The activation function sigmoid 
obtains the score of [0,1] by formula (15).

In formula (15), Z′
G is the semantic score of current Z′

G . Another loss function of the model is MSE function. 
If there are n training samples and the training batch is R = {EE1,EE2, . . . ,EEn} , the loss function is calculated, 
as shown in formula (16).

In formula (16), ZG represents the total score of English composition in the real dataset. Z′
G represents the 

predicted semantic score.

Performance analysis of intelligent English composition scoring method integrated 
with deep learning
To prove the classification effect of the TD proposed in the study, the accuracy rate, recall rate and F1 value are 
used as evaluation indicators. The study uses data from datasets P and W. There are five groups of compositions 
in dataset P, each of which contains one topic, all of which are completed by students in the same year of higher 
vocational colleges. Each composition has a corresponding score. Dataset W contains 700,000 documents from 
the English Wikipedia and filters data with a data size of 25 sentences. The data of dataset P and dataset W are 
divided. The ratio of training, testing and verification is 8:1:1. The training set is used to better learn the features 
and patterns of the task. The verification set is used to adjust the hyper-parameters of the model and monitor 
whether the model is over fitting or under fitting. The testing set is used to evaluate the performance of the trained 
model on the dataset. The input dimension parameters, hidden layer size and model depth of TD model are 768, 
64 and 2, respectively. The random number seed is 42.

After the TD model is trained, the iterative change curves of model loss, accuracy, recall rate and F1 value on 
the test set are shown in Fig. 5. From Fig. 5, the best effect was achieved when the model was iterated to 80 times. 
The accuracy, recall and F1 value were 0.97, 0.93, and 0.95. The model training loss value started to stabilize and 
finally stabilized at 0.03. The research results show that TD algorithm can well learn the irrelevant information 
between the truncation point and the first sentence of the new topic. It can determine whether the sentence is 
the segmentation point of the composition topic and whether the two sentences belong to the same topic.

To further scientifically verify the performance of TD model, RNN model is selected for comparison. The 
accuracy of different models is compared with the F1 value training results. From Fig. 6, the accuracy and F1 
value proposed in the study were the highest, with 97.83% and 95.36% respectively. The curve fluctuated slightly. 
The accuracy and F1 value of RNN model were low, with 92.16% and 90.67% respectively, and the curve fluc-
tuated greatly. It indicates that the performance of RNN model is unstable, while the TD has higher accuracy.

To prove the validity of the TRSR proposed in the study, the study conducts an experiment on dataset P. 
Then the Pearson Coefficient (Per) is used to evaluate the correlation between the relevance score and the total 
score of English composition. A high Per value indicates a strong correlation between the correlation score and 
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Table 2.   Features at word and sentence level.

Characteristic level Characteristic name Characteristic description

Word

Word length variance Word length variance

The ratio of the number of sentences to the number of words The ratio of the number of sentences to the number of words

Number of words Total number of words in the whole composition

Average word length Average number of characters per word

Proportion of vocabulary in CET4 and CET6 The ratio of words in CET-4 and CET-6 to the total number of words

The ratio between the number of connectives and the use of prepositions The ratio of the number of conjunctions and prepositions to the total number of 
words

Misspelled words Number of misspelled words

Sentence

Sentence readability The weighted sum of the average number of characters in a word and the average 
length of a sentence

Average sentence length Average sentence length

Composition length Total number of sentences in the composition

Number of sentence grammatical errors Number of grammatical errors with sentence granularity
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the total score of English composition. After testing the dataset P, the Per results under different vectorization 
methods can be obtained, as shown in Table 3. The Per value was affected by the students’ grade, the difficulty 
of the composition theme and other variables. Students’ grades and compositions were integrated. Therefore, 
the control variable method is used to analyze the results in Table 3. From Table 3, under the same composition 
collection, the Per value and relevance score obtained by different semantic vectorization methods were different. 
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Figure 5.   Training results of TD model.
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Figure 6.   Accuracy and F1 value results of different models.

Table 3.   Per value results under different vectorization methods.

Composition collection 1 2 3 4 5

BERT 0.156 0.132 0.413 0.151 0.561

BERT-Sentence 0.540 0.561 0.160 0.256 0.304

Fast-Text 0.133 0.242 0.406 0.107 0.521

BERT-Flow 0.553 0.572 0.233 0.285 0.342



9

Vol.:(0123456789)

Scientific Reports |         (2024) 14:7287  | https://doi.org/10.1038/s41598-024-57419-x

www.nature.com/scientificreports/

The Per value under the BERT and Fast-Text vector methods did not conform to the results under the influence 
of the interaction between variables. The theme difficulty of composition collections 1 and 2 is the same. The 
academic year is the first and third year of higher vocational education. In theory, the writing ability of the third 
grade students in higher vocational colleges should be better than that of the first grade students, but the Per 
value performance of BERT method was contrary to the other three methods. BERT-Sentence and BERT-Flow 
methods could comprehensively reflect the accurate Per value. For composition collection 3 with a difficult 
topic, it showed a low Per value. To sum up, experiments on dataset P using different semantic vectorization 
methods have verified that the TRSR calculation method proposed in the study conforms to the results under 
the comprehensive influence of multiple variables.

To measure the effectiveness of feature extraction results, the study conducts a correlation analysis between 
word features and English composition scores. The third group of dataset P is tested. Figure 7a presents the 
correlation between the ratio of the number of sentences to the number of words and the total score of the 
composition. Figure 7b indicates the correlation between the number of spelling errors and the total score of 
the composition. Figure 7c displays the correlation between the total number of words and the total score of 
the composition. From Fig. 7, the three features had certain correlation with the composition score. However, 
a single feature couldn’t determine the composition total score, and the composition score presented a normal 
distribution as a whole. The ratio of the number of sentences to the number of words is a measure of the sentence 
complexity mastered by the writer. A low proportion indicates that the author has a high ability to organize long 
and difficult sentences. The change in word length is another measure of word mastery.

Figure 8 displays the correlation between the number of grammatical errors in sentences and the total score. 
The data from the third group of compositions in dataset P is selected for testing. From Fig. 8, the total score of 
composition presented a normal distribution, and the distribution points were relatively concentrated. They have 
obvious correlation between the number of grammatical errors in sentences and the score of compositions. The 
sentence readability metric is the weighted sum of the average number of characters in a word and the average 
length of a sentence. This feature can be modified in different scoring scenarios. The specific setting is 0.47*. The 
average number of characters per word and the average length of a sentence are − 21.43.

To study the effectiveness of the proposed DLIECG method, dataset P and the machine evaluation dataset of 
the correction network are used as experimental data. It is also combined with BiLSTM model, RNN model and 
Intelligent Scoring Algorithm for English Writing Quality Based on Machine Learning (MLIS) 22. The results 

(a) Correlation between the ratio of sentence number
to word number and the total score of composition

(b) Correlation between the number of spelling errors
and the total score of composition
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Figure 7.   Results of correlation analysis between word characteristics and the total score of English 
composition.
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are shown in Table 4. Among them, the training process of the RNN model is as follows. Firstly, the dynamic 
state of an NN is considered as a short-term memory. Secondly, a special module is created to extend the short-
term memory to the long-term memory by allowing the information to be enclosed in it. Then the information 
is released when needed. In this process, the door is closed, so the information arriving during this period will 
not affect the memory state. The training process of BiLSTM model is as follows. Firstly, the English essay text is 
represented by an essay vector in the form of sentence granularity through the BERT pre-training model. Then it 
is sequentially input into the model. Secondly, two terminal output vectors of BiLSTM are extracted, which obtain 
the pretext information and the post-text information respectively. Then the two vectors are concatenated to get 
a new vector. Finally, through the full connection layer, the Sigmoid function is used to obtain the score value 
in the range of 0–1. The essay score of manual evaluation is based on multi-dimension consideration. Experts in 
each dimension will give different score values. Finally, a total score is provided, so the score of each dimension 
has a certain correlation with the total score value. Therefore, the evaluation method of RNN model and BiLSTM 
model uses Per to evaluate the correlation between the two variables: the correlation score and total essay score. 
Compared with BiLSTM and RNN, Table 4 presents the findings. The function of DLIECG exceeded of RNN 
and BiLSTM. The performance of DLIECG method on dataset P was significantly better than that of the online 
machine evaluation, with a maximum of 0.980.

Conclusion
In recent years, artificial intelligence technology has been adopted in various aspects. The automatic grading 
of English compositions has also received great attention. However, the representation of text content has not 
made much progress. To better represent the text content and build a reliable scoring system, a TRSR calcula-
tion method based on topic richness is proposed. A DLIECG feature extraction combining artificial features and 
deep learning is designed. From the findings, the TD achieved the best effect when it was iterated to 80 times. 
The accuracy, recall and F1 value were 0.97, 0.93 and 0.95 respectively. The loss value of model training began 
to stabilize and finally stabilized at 0.03. The accuracy and F1 value proposed in the study were the highest, at 
97.83% and 95.36% respectively. Compared with RNN model, the accuracy and F1 value were 5.67% and 4.69% 
higher respectively. The overall performance of DLIECG was significantly higher than that of RNN and BiLSTM. 
The function of DLIECG method on dataset P exceeded the online machine evaluation, with a maximum of 
0.980. In summary, the DLIECG method satisfies the results under the combined influence of multiple variables, 
confirming its effectiveness. The feasibility of this method has been demonstrated by combining the advan-
tages of interpretability and portability based on deep learning essay scoring methods with the generalization 
advantages of manually designed features. However, this method still has some drawbacks. It provides general 
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Figure 8.   Correlation between the number of grammatical errors.

Table 4.   Comparison of experimental results of different methods of correcting English compositions.

Data set DLIECG method RNN BiLSTM MLIS

P-1 0.980 0.680 0.820 0.870

P-2 0.890 0.600 0.750 0.810

P-3 0.710 0.650 0.690 0.680

P-4 0.920 0.650 0.770 0.790

P-5 0.900 0.720 0.780 0.820

Correct online machine evaluation data 0.850 0.680 0.760 0.800
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semantic information by using pre-trained models, but its output short text vector cannot be directly applied to 
downstream tasks. The feature extraction methods used in the research are the third-party tools, most of which 
are based on rules. Therefore, grammar and syntax errors cannot be effectively detected in complex and diverse 
English expressions. In the future, the tasks of grammar and syntax checking can be further studied.

Data availability
The datasets used and/or analyzed during the current study available from the corresponding author on reason-
able request.

Received: 28 January 2024; Accepted: 18 March 2024

References
	 1.	 Urraca, C. N. & López, A. E. O. Productivity and graduality in the Layered Structure of the Word: Opaque word-formation in Old 

English. Spanish J. Appl. Linguist. 33(1), 202–226 (2020).
	 2.	 Liu, H. et al. Orientation cues-aware facial relationship representation for head pose estimation via transformer. IEEE Trans. Image 

Process. 32, 6289–6302 (2023).
	 3.	 Liu, H., Liu, T., Chen, Y., Zhang, Z. & Li, F. EHPE: Skeleton cues-based Gaussian coordinate encoding for efficient human pose 

estimation. IEEE Trans. Multimedia 2022, 859 (2022).
	 4.	 Liu, H. et al. EDMF: Efficient deep matrix factorization with review feature learning for industrial recommender system. IEEE 

Trans. Ind. Inf. 18(7), 4361–4371 (2021).
	 5.	 Liu, T., Wang, J., Yang, B. & Wang, X. NGDNet: Nonuniform Gaussian-label distribution learning for infrared head pose estimation 

and on-task behavior understanding in the classroom. Neurocomputing 436, 210–220 (2021).
	 6.	 Liu, H. et al. TransIFC: Invariant cues-aware feature concentration learning for efficient fine-grained bird image classification. 

IEEE Trans. Multimedia 2023, 1–4 (2023).
	 7.	 Liu, H. et al. Arhpe: Asymmetric relation-aware representation learning for head pose estimation in industrial human–computer 

interaction. IEEE Trans. Ind. Inf. 18(10), 7107–7117 (2022).
	 8.	 Yuan, Z. Interactive intelligent teaching and automatic composition scoring system based on linear regression machine learning 

algorithm. J. Intell. Fuzzy Syst.: Appl. Eng. Technol. 40(2), 52069–52081 (2021).
	 9.	 Zhao, Y. Research and design of automatic scoring algorithm for English composition based on machine learning. Sci. Program. 

2021(14), 34294631–342946310 (2021).
	10.	 Rajagede, R. A. Improving automatic essay scoring for Indonesian language using simpler model and richer feature. Kinetik Game 

Technol. Inf. Syst. Comput. Netw. Comput. Electron. Control 6(1), 11–18 (2021).
	11.	 Yi, B. English teaching practice based on artificial intelligence technology. J. Intell. Fuzzy Syst. Appl. Eng. Technol. 37(3), 3381–3391 

(2019).
	12.	 Ince, E., Nar, A. & Gezer, M. Machine learning algorithm for grading open-ended physics questions in Turkish. Educ. Inf. Technol. 

25(12), 3821–3844 (2020).
	13.	 Hawashin, B., Alzubi, S., Kanan, T. & Mansour, A. An efficient semantic recommender method forArabic text. Electron. Libr. 37(2), 

263–280 (2019).
	14.	 Yu, J. Analysis of task degree of English learning based on deep learning framework and image target recognition. J. Intell. Fuzzy 

Syst. Appl. Eng. Technol. 39(2), 1903–1914 (2020).
	15.	 Wang, D., Su, J. & Yu, H. Feature extraction and analysis of natural language processing for deep learning English language. IEEE 

Access 8, 46335–46345 (2020).
	16.	 Cui, J. Application of deep learning and target visual detection in English vocabulary online teaching. J. Intell. Fuzzy Syst. Appl. 

Eng. Technol. 39(4), 5535–5545 (2020).
	17.	 Hao, K. Multimedia English teaching analysis based on deep learning speech enhancement algorithm and robust expression 

positioning. J. Intell. Fuzzy Syst. Appl. Eng. Technol. 39(2), 1779–1791 (2020).
	18.	 Pan, S., Yan, K., Yang, H., Jiang, C. & Qin, Z. A sparse spike deconvolution method based on Recurrent Neural Network like 

improved Iterative Shrinkage Thresholding Algorithm. Geophys. Prospect. Pet. 58(4), 533–540 (2022).
	19.	 Song, D. et al. Improving sensitivity of arterial spin labeling perfusion MRI in alzheimer’s disease using transfer learning of deep 

learning-based ASL denoising. J. Magn. Reson. Imaging 55(6), 1710–1722 (2022).
	20.	 Jo, J., Koo, H. I., Soh, J. W. & Cho, N. I. Handwritten text segmentation via end-to-end learning of convolutional neural networks. 

Multimedia Tools Appl. 79(3), 32137–32150 (2020).
	21.	 Kota, V. R. & Munisamy, S. D. High accuracy offering attention mechanisms based deep learning approach using CNN/bi-LSTM 

for sentiment analysis. Int. J. Intell. Comput. Cybern. 15(1), 61–74 (2022).
	22.	 Yu, M. Research on intelligent scoring algorithm for English writing quality based on machine learning. In 2023 IEEE 3rd Inter-

national Conference on Electronic Communications, Internet of Things and Big Data (ICEIB), IEEE 404–407 (2023).

Author contributions
All authors contributed in writting, conception, modeling, and analysis.

Funding
The research is supported by: A Key research project on the Construction of Foreign Language Courses and 
Majors in Vocational Education in 2022 by the Teaching Steering Committee of Foreign Language Majors in 
Vocational Colleges of the Ministry of Education. Project name: Countermeasures on the Ideological and Political 
Construction of Public English Courses in Vocational Colleges. Project Number: (No. WYJZW-2022-20-0123).

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to F.L.

Reprints and permissions information is available at www.nature.com/reprints.

www.nature.com/reprints


12

Vol:.(1234567890)

Scientific Reports |         (2024) 14:7287  | https://doi.org/10.1038/s41598-024-57419-x

www.nature.com/scientificreports/

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2024

http://creativecommons.org/licenses/by/4.0/

	Scoring method of English composition integrating deep learning in higher vocational colleges
	Related work
	Design of intelligent English composition scoring method integrating deep learning
	Preparation stage of intelligent English composition scoring method
	Calculation method of TRSR and design of DLIECG

	Performance analysis of intelligent English composition scoring method integrated with deep learning
	Conclusion
	References


