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Enhancing coevolutionary signals 
in protein–protein interaction 
prediction through clade‑wise 
alignment integration
Tao Fang 1,2, Damian Szklarczyk 1,2, Radja Hachilif 1,2 & Christian von Mering 1,2*

Protein–protein interactions (PPIs) play essential roles in most biological processes. The binding 
interfaces between interacting proteins impose evolutionary constraints that have successfully 
been employed to predict PPIs from multiple sequence alignments (MSAs). To construct MSAs, 
critical choices have to be made: how to ensure the reliable identification of orthologs, and how to 
optimally balance the need for large alignments versus sufficient alignment quality. Here, we propose 
a divide‑and‑conquer strategy for MSA generation: instead of building a single, large alignment 
for each protein, multiple distinct alignments are constructed under distinct clades in the tree of 
life. Coevolutionary signals are searched separately within these clades, and are only subsequently 
integrated using machine learning techniques. We find that this strategy markedly improves overall 
prediction performance, concomitant with better alignment quality. Using the popular DCA algorithm 
to systematically search pairs of such alignments, a genome‑wide all‑against‑all interaction scan 
in a bacterial genome is demonstrated. Given the recent successes of AlphaFold in predicting direct 
PPIs at atomic detail, a discover‑and‑refine approach is proposed: our method could provide a fast 
and accurate strategy for pre‑screening the entire genome, submitting to AlphaFold only promising 
interaction candidates—thus reducing false positives as well as computation time.

At evolutionary timescales, proteins tend to accumulate changes in their amino acid sequences, whereas their 
three-dimensional structure remains largely  conserved1,2. This is because only a minority of residues are abso-
lutely essential for the correct folding and function. In contrast, other residues are relatively free to change during 
genetic drift or in response to secondary constraints arising from changed organismic lifestyles (temperature, 
salinity, etc.)3–5. An additional degree of freedom in protein sequence evolution is afforded by “compensatory 
mutations”: mutations that would be detrimental on their own can be compensated for by other mutations else-
where in the protein. Compensatory mutations are often (but not always) proximal to each other in the three-
dimensional protein structure. Hence, they create a statistical coevolution signal that has become an essential 
ingredient when predicting protein structure from  sequences6–8.

Coevolution is traditionally used to study proteins’ three-dimensional (3D) structures and functions within 
the same protein (family). Most prominent computational methods nowadays to detect pairwise coevolving 
residues include local statistical methods such as mutual information (MI) based  methods6,7,9,10 and global sta-
tistical methods such as sparse inverse covariance estimation (PSICOV)11 and direct coupling analysis (DCA)12. 
While local statistical methods like MI are very efficient, they only consider one residue pair at a time. Therefore 
it can not distinguish between direct contact and indirect contact. This so-called transitivity problem arises from 
chains of direct coupling, i.e., two non-contacting residues can show a high coupling score when they both are 
coupled with a third  residue13–17. Global statistical models such as direct coupling analysis (DCA), on the other 
hand, consider the co-evolving of all residue pairs simultaneously and are thus able to eliminate transitivity and 
disentangle direct interaction from indirect interaction 18.

With the successful use of coevolutionary signals within the same protein (intra-protein coevolution) to 
predict protein foldings, the question arises whether inter-protein coevolution can similarly be exploited, allow-
ing for the prediction of protein–protein  interactions13,19–21. For example, Cong et al. used the local statistical 
model mutual information (MI) (which is fast by considering each residue pair independently) and the global 
statistical method direct coupling analysis (DCA) (which can eliminate transitivity by considering all residue 
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pairs comprehensively) sequentially to filter and detect protein–protein interaction (PPI) at a proteome-wide 
 level13. Green et al. use a similar method as DCA called EVcomplex2 to detect PPIs in E.coli 21.

While direct coupling analysis has been designed to reduce transitivity (and has been used mostly within 
individual proteins or between proteins in direct physical contact), it does not fully solve the transitivity issue 
and may still occasionally report interactions between residues that are separated by relatively large physical 
distances. At least to some extent, this is due to the underlying biology: compensatory mutations may indeed 
be located at a distance, for example, due to allosteric interaction networks, ligand-mediated interactions, and 
so  on16,22. In the context of protein–protein interaction prediction, this may lead to situations where predicted 
protein pairs are not necessarily in direct contact—but they can be expected to at least be in the same multiprotein 
complex. This is often sufficient in global all-against-all protein interaction searches, which are mainly done to 
uncover novel functional connectivities in a given proteome, but are less concerned with the detailed physical 
arrangement of the newly discovered interactions.

Indirectly interacting proteins in the same complexes function concertedly to take part in various biological 
processes, including cell cycle regulation, differentiation, protein folding, translation, transcription, post-trans-
lational modifications, gene expression, enzyme inhibition, and antibody–antigen  interactions23. They can be 
used to construct functional association networks for multiple applications such as gene prioritization, functional 
annotation, comparative interactomics, drug target discovery, drug repurposing, and precision  medicine24,25. For 
this purpose, the STRING database included a physical interaction score that measures the probability of two 
proteins being together in a trusted gold standard  complex25. Mostly these gold standard complexes come from 
experimental methods. While coevolution based methods now provide a new way to detect proteins in the same 
complex computationally. Although we could not be sure if protein interactions detected from DCA methods are 
direct (direct PPI) or indirect (mediated PPI). Many computational methods could be further applied to extract 
direct physical  interactions19,26. For example, we could apply deep learning methods like AlphaFold-Multimer27 
to investigate further if these pre-selected protein pairs directly interact. Cong et al. found in their paper that 
the better accuracy of direct protein interaction prediction could be achieved by down-weighting proteins that 
appear to coevolve with many others through a protein level average product correction (APC)13. One of the 
reasons many proteins coevolve with too many others might be due to the transitivity problem (especially when 
one complex exists in more than one complex). Therefore protein level APC could be a way to extract direct 
protein interactions further.

The effectiveness of coevolution-based methods can be restricted by three factors. Firstly, multiple sequence 
alignments (MSA) may be constructed with too few sequences, for example, in the case of rare gene families. 
Secondly, phylogenetic biases may be introduced due to an unequal taxonomic distribution of the sequences in 
the MSA. Thirdly, entropic biases may be an issue, in which columns of an MSA with higher entropy/variability 
tend to give higher MI or DCA scores than columns with low  entropy6,28. Various normalization methods have 
been proposed to alleviate this, such as average product correction (APC), which works at the residue level or 
even protein level and has been successfully applied in recent  studies6,13,17,28,29.

When constructing MSAs for the detection of inter-protein coevolution, another set of challenges arises: these 
MSAs must be “paired,” i.e., contain two distinct proteins in each row (these are the proteins to be tested for an 
interaction). It must be assured that all representatives of the two proteins in the MSA share the same evolution-
ary trajectories to best assess the coevolutionary signal in their sequences. This can be complicated by differential 
gene loss, gene duplications, and horizontal gene transfers. More specifically speaking, to build paired MSAs, 
researchers first have to extract orthologous proteins of each of the investigated proteins from various organ-
isms (we refer to them as putative  interologs30) and then concatenate them together in the same row in a paired 
 MSA13,19,31–33. Identifying exact interologs is not trivial as most organisms contain more than one paralog for the 
same protein  family31,32,34. Following the ortholog conjecture, paralogs are less likely to maintain the same func-
tions than orthologs, and paralogs, after duplication, may lose or gain their interactions with other  proteins32,35. 
Several algorithms have been proposed so far to infer suitable orthologs, some of which are cumbersome and 
can significantly slow down the MSA construction  process36–39. Compared with eukaryotes, prokaryotes usually 
show less abundant paralogy. And usually, chromosomal colocalization information in prokaryotic genomes 
(synteny) can help to find correct interologs, as they are frequently coded in the same operons and consequently 
co-transcribed31,36,40,41. Mainly because of this reason, most coevolution-based PPI prediction studies are mainly 
carried out in prokaryotes, and their application to eukaryotes remains a  challenge31,36,40.

Coevolution based signals are particularly powerful when used as an ingredient in machine learning models; 
a prominent example of this is AlphaFold. In the latest CASP14 meeting, AlphaFold has achieved remarkable 
success in protein structure  prediction42,43. Following a similar principle, the less accurate but faster RoseT-
TAFold was then also  proposed44. After the open release of AlphaFold, RoseTTAfold, and  ColabFold45, which 
makes modified AlphaFold and RoseTTAFold accessible to users via Google Colab, the community found that 
AlphaFold type models can also be utilized to predict protein interaction after some  adjustment27,46,47. The input 
to AlphaFold type methods to predict PPI are paired MSA data, and researchers have found optimal MSA is 
of pivotal importance for accurate PPI prediction, and the faster MSA generation process would significantly 
increase the speed of these  methods46. Therefore, accurate and faster strategies to prepare and utilize paired MSA 
for the purpose of PPI are urgently needed.

To the best of our knowledge, all current coevolution-based PPI prediction approaches construct paired MSA 
by simply including sequences from all available bacterial genomes. However, with a quickly growing number 
of genomes in total, the question arises whether more is always better. First, because of the existence of paralogs 
which may occasionally escape proper classification by orthology assignment techniques, the inclusion of more 
protein sequences in paired MSAs might increase the chance of adding false interologs (paralogous protein 
pairs). These could confound the real coevolutionary signals and decrease PPI detection  power33,48. Second, larger 
numbers of sequences may make it more difficult to build good MSAs given limited computational resources. 
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Third, when paired MSAs are used to predict protein interactions, the assumption is that these interactions are 
conserved across all protein pairs in the MSA. However, the larger the taxonomic distances that are covered 
within the MSA, the more likely it is that this assumption may occasionally fail: orthologs may change interaction 
partners or have subtle differences in the interaction  modes16,22. Lastly, larger MSAs can make the preprocessing 
and coevolution signal detection steps slower, which is especially problematic for proteome-wide PPI predictions.

Here, we explore strategies for making the best use of the available genome data for coevolution protein–pro-
tein interaction prediction (Fig. 1). Our focus is on interaction discovery, not on the molecular details of interac-
tions that are already known. We find that dividing MSAs into multiple smaller MSAs (i.e., aligning separately 
per taxonomic clade) improves alignment quality and reduces prediction noise. By integrating the clade-wise 
predictions using simple machine learning, the overall predictive power is noticeably improved. Our approach 
can easily be executed genome-wide, and the discovered interactions can be further refined using AlphaFold.

Results
Alignment strategies can influence PPI prediction power
For the prediction of protein–protein interactions, coevolution-based methods assume the presence of contacts 
between residues from two different proteins; the strength of the inter-protein coevolutionary signal can serve 
as a discriminator of PPIs. A crucial step in this process is placing potentially interacting interologs in the same 
rows in paired-up MSAs (Illustrated in Supplementary Fig. 1). Previous work has suggested that the ability to 
detect coevolutionary signals increases with the number of sequences in a given alignment. However, including 
too many sequences may eventually reduce alignment quality; this may also happen when including sequences 
that are phylogenetically too distant or whose orthology status is uncertain. Furthermore, the optimal alignment 

Figure 1.  Protein–protein interaction prediction by coevolution integration across phyla. This plot illustrates 
the workflow using the interacting proteins kdpC and kdpA as an example (PDB entry  5mrw49). Briefly, for a 
given protein-pair of interest, we construct paired MSAs independently in each of four phyla, and apply the 
DCA coevolution algorithm to each of them separately (middle panel). Then, the top-ranking inter-protein 
DCA scores from each phylum are concatenated and fed to a Random Forest model (bottom panel) for an 
integrated evaluation and interaction prediction. The left part of the middle panel shows the positions of the top 
20 inter-protein DCA scores in each phylum (all mapped to the same PDB entry). The right part of the middle 
panel shows the overlapped of positions detected in two phyla (light green), or three phyla (dark green).
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strategy may depend on the application: it may matter whether the aim is to discover novel PPIs, or to predict 
precise atomic arrangements within known PPIs.

To test the influence of various alignment strategies, we used known interactions in E. coli as a benchmark. 
First, for a given phylogenetic depth, alignments with different numbers of sequences were generated, by ran-
domly downsampling the full alignments, with the aim to keep the pairwise sequence identity distribution stable 
after downsampling (see Supplementary Fig. 2). This was done on paired alignments, i.e., collecting all orthologs 
for a given pair of proteins in E.coli, downsampling as required and then using the maximal inter-protein DCA 
score to predict whether the given pair might interact (or be at least be part of the same protein complex).

As expected, increasing the number of sequences in the paired alignment does lead to an increase in overall 
predictive power (Fig. 2a). However, upon reaching about 100 sequences, the power does not improve further, 
but instead starts to fall again (particularly for more ‘difficult’ protein pairs at the high-recall end). Remarkably, 
as little as three sequences can be enough for the DCA algorithm to start picking up coevolution and generate 
better-than-random PPI predictions (Fig. 2a). We next tested the effects of phylogenetic (taxonomic) depth. 
Restricting the taxonomic level from which sequences are drawn makes the alignment process easier, since the 
sequences are more similar to each other, and helps to distinguish orthologs from paralogs. Indeed, as shown in 
Fig. 2b, for a given number of sequences in the MSA, restricting their taxonomic range increases PPI prediction 
performance. This is concomitant with measurable improvements in alignment quality (Fig. 2c): taxonomically 
restricted alignments contain fewer gaps and have lower column entropy. Remarkably, the optimal number of 
sequences remains around 100, irrespective of the taxonomic level from which the sequences are drawn.

The above observations suggest that simply including all available sequences may not be the best practice 
for building paired MSA for co-complex PPI prediction purposes. Given the tremendous growth in available 

Figure 2.  Distinct alignment strategies in coevolution-based PPI prediction. (a) PR (Precision–Recall) curve 
of prediction performance of varied paired MSA sizes at the superkingdom (bacteria) level; here predictions 
are ranked simply according to the single highest inter-protein DCA score. The benchmark used here consists 
of co-complex positive PPIs and negative controls (see “Method”). (b) AUC-PR (area under the PR curve) of 
prediction performance of varied paired MSA at class, phylum, and superkingdom levels. (c) Quality metrics of 
paired MSAs, original sizes or down-sampled (size 100).
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sequences, sufficient numbers are now available to restrict the alignments taxonomically, even after preprocessing 
steps to remove fully redundant or otherwise problematic sequences.

Transitivity of coevolution signals in protein complexes
Algorithms such as DCA have previously mostly been used to study proteins in direct physical contact, but 
compensatory mutations may occur over fairly large  distances16,22. Since DCA essentially works by making 
observed coevolution signals more sparse (aiming to enrich for direct couplings), its predictive power regarding 
longer-distance couplings in protein complexes may be different from that of shorter-distance couplings, which 
in turn might influence the relative merits of alignment strategies.

This is illustrated in Fig. 3, using a known protein complex as an example. Three of the subunits of the high-
affinity potassium pump (‘kdp’) happen to be arranged in this complex in such a way that two of them are not in 
direct physical contact (kdpB and kdpC); their association is mediated by the centrally-located kdpA. We built 
paired MSAs for all three possible protein pairs in this complex, as well as a triple MSA that included all three 
proteins kdpA, B, and C together. Remarkably, using the paired MSA of the two non-contacting proteins, the 
DCA algorithm nevertheless found high-scoring coevolution signals. When including all three proteins simul-
taneously in the triple MSA, we found that the positions of top-ranking inter-protein residue pairs remained 
stable for direct protein pairs (kdpB, kdpA) and kdpA, kdpC) (Fig. 3a), since in this case, both triple MSA and 
paired MSA contain the necessary sequences for all direct and indirect coevolution between proteins. But for 
the non-contacting (mediated or “bridged”) protein pair, the reported top-ranking positions of the residue pairs 
forming the interactions changed, indicating that there are multiple “solutions” for the DCA algorithm, which 
nevertheless leads to high scores. Taken together, these observations hint at the potential of DCA for identifying 
both direct and mediated protein pairs within the same complex.

We systematically tested the prediction performance of DCA in both situations, using two separate bench-
marks. The first is the “pdb_direct” benchmark, containing only directly binding protein pairs (see “Method” 
section). The other is the “pdb_mediated” benchmark, containing protein pairs that are found in the same com-
plex but are separated by other mediating proteins. Both benchmarks draw from the same set of non-interacting 
protein pairs as negatives, and both contain the same ratio of positives to negatives. We found that DCA indeed 
has predictive power on both benchmarks (Fig. 3b). Interestingly, as we observed previously, the performances 
are generally better at the lower taxonomic levels, in both benchmarks. The benchmarks differ in how they 
rate the performance of alignments with fewer sequences: for mediated contacts, relatively few sequences are 

Figure 3.  DCA performs differently on direct vs. “bridged” contacts. (a) Comparing predicted contact positions 
depending on whether or not other proteins are present in the MSA. Here, the colors red and blue represent 
the predicted top 20 DCA positions with the intermediate protein present or absent in the MSA, respectively. 
The overlapped shaded bars indicate the same predicted positions from different MSAs. At the direct interfaces 
(kdpA/B or kpdA/C) the presence of a third protein does not change the DCA positions or amplitudes much. In 
contrast, whether or not the “bridging” protein A is present between kdbB and kdpC, changes the position (but 
hardly the amplitudes) of DCA interactions. (b) AUC (area under PR curve) of prediction performance of one 
maximal inter-protein DCA score using paired MSAs at class, phylum and superkingdom levels, using direct 
PPI or mediated PPI benchmarks.
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sufficient, and there is an optimal number at around 100 sequences in an alignment. For direct contacts, on the 
other hand, more sequences generally lead to better performance, and there does not seem to be an optimum.

Phylum‑level integration of coevolution signals
While paired MSAs at narrower taxonomic clades (with fewer protein sequences) proved to be more predictive, 
we nevertheless wanted to find a way to use all available Bacterial protein sequences in the predictions. The intui-
tion was that interactions should often be detectable in each Bacterial clade independently, and that integrating 
these predictions across the clades should increase the signal but average out the noise. We tested several ways 
of integrating predictions, including a simple machine learning model trained to down-weigh inconsistencies 
and noise.

In deciding which taxonomic rank to choose for the individual MSAs before integration, we had to strike a 
balance: narrow taxonomic ranges give better performance but may not always have enough genome coverage 
in all parts of the tree of life. As a compromise, we decided to build paired MSAs under the phylum level for 
integration and analysis, for the time being. In the future, considering the dramatic increase in the number of 
sequenced genomes, paired MSAs built under the class rank or ever lower taxonomic ranks could eventually 
lead to even better performance.

Intuitively, predictions obtained in different clades for a given protein interaction should show overlaps in 
terms of the positions of the interacting residue pairs. Indeed, manual spot checks showed high levels of overlap 
despite the paired MSAs of these orthologous protein pairs sharing no common protein sequences (see Fig. 1 
middle for an example). We chose four different phyla that consistently had sufficient genome coverage (Proteo-
bacteria, Firmicutes, Actinobacteria, and Bacteroidetes). The whole pipeline is illustrated in Fig. 1 and explained 
in detail in the “Methods” below. Briefly, for a given protein-pair of interest, we constructed paired MSAs inde-
pendently in each of the four phyla, and applied the DCA coevolution algorithm to each of them separately. Then, 
the top 5 inter-protein DCA scores from each phylum were concatenated (resulting in a vector with 20 elements) 
and fed to a Random Forest model tasked with classifying them into “interacting” or “non-interacting”. In case 
of missing data in one or more phyla, a low DCA score of −1 was entered into the vector.

For training, we again used a large benchmark containing positive and negative protein pairs in E. coli (see 
“Methods”). This benchmark was carefully balanced in terms of the evolutionary conservation of the positive 
and negative interaction pairs, as otherwise the machine-learning model was observed to pick up a phylogenetic 
cooccurrence signal from the amount and distribution of missing data from the vector (Supplementary Fig. 3). 
Phylogenetic cooccurrence is itself a good predictor of protein–protein  interactions19, but not of interest here. We 
observed that the final Random Forest model yielded a better overall performance than two simpler integration 
alternatives: to either rank predictions by the single, highest DCA score observed, or to apply the same Random 
Forest training simply on the top 20 DCA scores from a single phylum (Fig. 4).

Proteome‑wide PPI predictions
We next applied the above pipeline, including the trained Random Forest model, to all 2,269,162 protein pairs 
in E. coli for which sufficient, well-alignable orthologs are available. The overall performance was good, with 
the highest-scoring predictions achieving a precision of over 80% (at 20% recall, see Fig. 4a). Also, here, the 
Random Forest integration over the phyla performed better than the Random Forest applied to a single phylum. 
Furthermore, when mapping the predicted protein pairs to the physical sub-network of the STRING database, 
we found they tend to be in much closer proximity in the STRING network than randomly paired proteins, as 
expected (Fig. 4b).

For these all-against-all predictions, the RF model was not re-trained, and the original training data remained 
as part of the benchmark. To get a lower bound on the performance for any novel, unseen interactions in E.coli, 
the protein pairs already included in the training dataset were removed from the prediction results as well as 
from the benchmark (Supplementary Fig. 4). Here again, the prediction achieved > 80% precision, albeit at lower 
recall. This is perhaps expected: the removed interactions from the training dataset consisted of interactions that 
were particularly well-conserved and well-supported, and removing those left largely less-well-characterized 
interactions that can be assumed to be somewhat weaker and more difficult to predict.

We re-benchmarked the all-against-all results using two distinct benchmarks: the “STRING physical posi-
tive benchmark” and the “PDB positive benchmark”. These two benchmarks both reflect the co-occurrence of 
protein pairs in the same complex, containing both direct and mediated protein pairs, but the “STRING physical” 
benchmark draws from more data sources and is more comprehensive. When arbitrarily designating the top-
scoring 20,000 protein pairs as the “positive” predictions, it is again clear that RF integration can achieve better 
performance than max DCA alone (Fig. 4c).

Direct PPI detection
Comparison/study with AlphaFold-Multimer
AlphaFold was originally devised to predict the fold of single proteins, but it can also be used to arrange multiple 
proteins in their quaternary structure in a protein complex. We tested the performance of AlphaFold-Multimer27 
in discovering novel interactions (which is a different task than predicting the precise molecular arrangement 
of a known interaction). This was based on the same “pdb_direct” and “pdb_mediated” benchmarks discussed 
earlier (see “Methods”). We found that AlphaFold performs better than our DCA/clade-integration method in 
the pdb_direct benchmark, while our method performs better than AlphaFold on the pdb_mediated benchmark 
(Supplementary Fig. 5). On the one hand, it is reassuring that AlphaFold can correctly discover physically inter-
acting protein pairs. On the other hand, and somewhat counterintuitively, it tends to assign even higher contact 
probabilities for residues between non-interacting protein pairs than mediated (bridged) protein pairs (Fig. 5). 
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AlphaFold-Multimer has been trained specifically on PDB complexes in order to predict their internal structure/
contact interfaces for given PPIs. The model’s objective is not to perform global, de-novo PPI screens, and thus 
less attention may have been given to non-interacting, negative protein pairs in  training27,50.

Filtering for direct interactors
Initially, our PPI predictions from the genome-wide pipeline yielded a mix of two interaction types (direct 
interactions, as well as mediated/bridged interactions). From the prediction results of 2,269,162 protein pairs 
predicted by the final, best-performance RF model, we designated all 4501 PPIs that had predicted probabilities 
larger than 0.9 as likely enriched in direct, physical interactions. To further enrich direct PPIs, we applied the 
APC  correction13 on the ranked PP list, to down-weigh proteins that appear to coevolve with a large number 
of others. We then ran AlphaFold-Multimer for our top-ranking protein pairs and selected 379 with maximal 
inter-protein contact probabilities larger than 0.9 as our final direct PPI predictions.

We compared the performance of our pipeline with experimental high-throughput methods: one yeast two-
hybrid (Y2H)51, and two affinity purification mass spectrometry (APMS)52,53 datasets. Additionally, we compared 
against one computational pipeline that is also based on coevolution, from Qian’s coevolution+13. Qian et al. use 

Figure 4.  Performance of coevolution signals for co-complex PPI prediction. (a) PR (Precision-Recall) curve 
of prediction performance of coevolution signal integration on the refined benchmark (on the 20% testing 
dataset). Top20DCAsWithIntegration(RF) and Top20DCAsWithoutIntegration(RF) represent the Random 
Forest models trained on the top 20 DCA scores from the four phyla and on the top 20 DCA scores from a 
single phylum, respectively. MaxDCA(No ML) refers to ranking the prediction by single, highest DCA score 
among all phyla. Presence/absence (RF) denotes the Random Forest model trained on the top 20 DCA scores 
from the four phyla but with actual DCA scores replaced by “ + 1” and missing values replaced by “−1”. In this 
case, the only information available is to what extent there is missing data. (b) Distance distribution (shortest 
path lengths) of predicted protein pairs in the STRING physical subnetwork, comparing PPIs from the RF 
model to randomly paired proteins. We selected protein pairs whose predicted probabilities are more than 0.9. 
Among 4501 selected protein pairs, 2458 can be mapped to the STRING physical sub-network. (c) Performance 
comparison of RF model trained on the integrated top 20 inter-protein DCA score from different phyla, 
compared to a simpler method based on only the one maximal inter-protein DCA score without any machine 
learning models. For comparison, we selected both top 20,000 PPI from two methods.
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MI, DCA, GREMLIN, and docking sequentially in their pipeline to discover direct PPIs. The authors also add 
already known protein pairs reported in experimental studies or on the same operons directly to their pipeline 
before the GREMLIN step.

We benchmarked results from these methods on three direct protein interaction benchmarks derived from the 
Y2H  experiment51, the PDB database, and the Ecocyc  database54, containing 277, 866, and 916 positive  controls13. 
All 2,269,162 protein pairs that pass our filtering steps cover 156, 382, and 515 of them, respectively. As seen 
in Table 1, our combined pipeline of DCA/phylum integration plus AlphaFold outperforms the experimental 
methods regarding precision and F1-score, with the exception of Y2H. Our pipeline has comparable or better 
precision than the other computational pipelines, but our recall is somewhat lower. The lower recall may be due 
to our more restricted genome coverage; thus, fewer protein pairs entered the final screen results (our 2,269,162 
vs. their 5,433,030). Considering the future growth of sequenced genomes availability for each phylum, these 
restrictions may soon no longer be an issue.

Since the Y2H, APMS, and Qian’s coevolution + pipelines are designed to detect direct PPIs only, they tend to 
disregard mediated PPs that are also of important value to the science community. Therefore we further checked 
how much better our methods can perform for mediated PPI or even on functional association benchmarks 
where the molecular mode of interaction is not known. For this, we constructed a PDB_mediated benchmark 
containing protein pairs that exist in the same PDB complex but do not bind to each other. We also constructed 
a functional KEGG benchmark containing protein pairs that existed in the same pathway in the KEGG database. 
PDB_mediated and KEGG benchmarks contain 3243 and 28,914 true positives, and all 2,269,162 protein pairs 
that pass our filtering steps cover 2954 and 16,241 of them, respectively. Our “phylum integration + RF ’’ model 

Figure 5.  Comparison between coevolution and AlphaFold performance. Boxplot of maximal inter-protein 
DCA score and maximal AlphaFold contact probability at different protein pair groups at different taxonomic 
levels. ”pdb_direct”, “pdb_mediated” and “N” correspond to the directly contacting protein pairs, non-
interacting protein pairs but exist in the same complex and non-interacting negative protein pairs, respectively.

Table 1.  Comparison with previous approaches. Performance of experimental and coevolution screens on 
diverse benchmarks; this is an expanded table of Fig. 1F from Qian et al.13. Two new benchmarks were added; 
the size of each benchmark is shown in parentheses. Table cells are colored by performance: dark green 
highlights the best-performing method, per column. F-score, harmonic mean of precision and recall. Pre 
precision, Rec recall, TP true positives.

Y2H benchmark (277) Ecocyc benchmark (916) Extended PDB_direct benchmark
(868)

PDB_mediated benchmark 
(3,243)

KEGG (28,914)

TP Pre Rec F-score TP Pre Rec F-score TP Pre Rec F-score TP Pre Rec F-score TP Pre Rec F-score

Y2H 69 3.50% 25.10% 6.20% 64 3.30% 7.20% 4.50% 52 2.70% 6.80% 3.80% 13 0.70% 0.40% 0.50% 84 4.30% 0.30% 0.50%

APMS 1 77 1.30% 28.00% 2.50% 96 1.60% 10.80% 2.80% 80 1.30% 10.50% 2.40% 126 2.10% 3.90% 2.70% 186 3.10% 0.60% 1.10%

APMS 2 33 0.30% 12.00% 0.50% 177 1.40% 19.80% 2.60% 64 0.50% 8.40% 0.90% 10 0.10% 0.30% 0.10% 486 3.80% 1.70% 2.30%

Qian Coevolution+ 60 3.80% 21.80% 6.50% 294 18.80% 33.00% 23.90% 170 10.90% 22.20% 14.60% 121 7.70% 3.70% 5.00% 393 25.10% 1.40% 2.60%

Phylum integration + 
RF+AlphaFold

19 5.00% 6.90% 5.80% 69 18.30% 7.70% 10.90% 85 22.50% 11.10% 14.90% 14 3.70% 0.40% 0.80% 104 27.50% 0.40% 0.70%

Phylum integration + RF 3 0.10% 1.10% 0.10% 23 0.50% 2.60% 0.90% 71 1.60% 9.30% 2.70% 1,217 27.00% 37.50% 31.40% 1,095 24.30% 3.80% 6.60%
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has much better precision and recall than all other methods (Table 1) on the PDB_mediated benchmark, whereas, 
on the KEGG benchmark, it is narrowly outperformed by AlphaFold and Qian et al. in terms of precision. Both 
methods may be somewhat overtrained, as some of the protein pairs in the benchmarks overlap with their train-
ing datasets. However, our method still performs when training data is removed (see above), albeit with less recall.

For 379 predicted direct PPs with high interaction signals according to our RF model as well as AlphaFold-
Multimer, 215 are already found in the STRING database (any type of evidence considered), whereas 164 are 
novel protein pairs with no record in the STRING database. The full exploration of all predicted novel protein 
pairs lies outside the scope of this study, but a full list can be found in the supplementary file Table S1. In this 
paper, we only visualize three examples of these predicted protein pairs to provide a general insight (Fig. 6).

One protein pair that we predicted to interact without any prior known evidence is sdaB and yccU (Fig. 6a). 
sdaB is l-serine dehydratase  protein55,56. yccU is so far an uncharacterized protein, but its homologs are CoA-
binding proteins. It’s reported that serine can be dehydratased by sdaA/sdaB/tdcG to pyruvate, and then pyruvate 
can be further metabolized into acetyl-CoA with the help of coenzyme CoA during pyruvate  decarboxylation57. 
The possible involvement of both sadB and yccU (by binding to CoA) proteins in this whole metabolic pathway 
might support our prediction.

Another protein pair we predict to interact without any prior evidence is glyQ and folA (Fig. 6b). folA 
catalyzes an essential reaction for a co-factor needed de novo glycine synthesis, and glyQ is the glycine tRNA 
synthetase. glyQ catalyzes the synthesis of glycyl-tRNA, and it needs to be covalently bound to the  glycine58,59. 
In the last step of de novo glycine synthesis, tetrahydrofolate (THF) is required, and dihydrofolate reductase folA 
helps to catalyze the conversion process to  THF60,61. The two enzymes may benefit from physical proximity, for 
example, via substrate channeling to facilitate rapid and efficient intermediary substrate  handling62.

Interestingly, our model also predicted the interaction between the proteins gltK and yhdX, which are both 
subunits of distinct ATP-binding cassette (ABC) transporter complexes. ABC transporter complexes come in 
different types and  functions63. In E.coli, they constitute the largest protein families and primarily function 
as  importers64,65. The various paralogous ABC transporters in the E.coli genome allow the cells to transport 
a wide range of substrates, from small molecules such as amino acids to larger compounds such as lipids and 
oligopeptides. ABC transporters have a characteristic architecture of two transmembrane proteins, two ATP-
binding proteins, and one optional substrate-binding protein. gltIJKL is the putative glutamate/aspartate ABC 
transporter complex and yhdWXYZ is a putative general amino acid ABC transporter complex. The E.coli strain 
K-12 substrain MG1655, which is studied in this work, has both transporters, with the notable exception that 
the gene for yhdW is lacking from the genome.

We found several predicted interactions indicating that a “mixed” ABC transporter with subunits from both 
gltIJKL and yhdWXYZ might exist in E.coli. The missing yhdW could be replaced by gltI, as we also found 
high coevolution signal between yhdX and gltI (even though it is not in the selected top 20,000 with high RF 

Figure 6.  Visualization of newly predicted PPI. (a–c) The upper panels show newly predicted pairs of 
interacting proteins in E. coli. The protein structures are colored by the per-residue confidence score pLDDT 
(blue being the maximum). The bottom panels show the predicted aligned error (PAE); there, the color at a 
given position (x, y) indicates AlphaFold’s expected positional error at residue x when the predicted and true 
structures are aligned on residue  y27. (c) Negative control; here, one protein each from (a,b) were tested for 
interaction. The inter-protein PAE scores are showing very high errors (red color). (d) A novel, potential hybrid 
ABC transporter predicted by our pipeline. In the upper part of the figure, the left and the right illustrations 
show the putative glutamate/aspartate ABC transporter complex gltIJKL and putative general amino acid 
ABC transporter complex yhdWXYZ, respectively, from E. coli strain K-12 in the EBI Complex  Portal72. The 
middle illustration shows the newly predicted hybrid ABC transporter. The bottom part of the panel shows 
the predicted complex structure by AlphaFold-Multimer in E. coli strain K-12 substrain MG1655. As yhdW is 
missing in this substrain, it is not included in the predicted structure on the right.
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probability but ranked around the top 30,000 and has AlphaFold-Multimer contact probability around 0.8). In 
addition, the protein yhdY could be replaced by gltK to form a hybrid ABC transporter (Fig. 6d). yhdX and 
gltJ show some degree of sequence similarity, but their MSAs in our setup do not share common homologs. In 
contrast, the MSAs of yhdY and gltK do share overlapping proteins, which might inflate the coevolution signal. 
We controlled for this issue by removing all shared sequences between yhdY and gltK from their paired MSA; 
we found the updated paired MSA still generates a high inter-protein DCA score. When dealing with large, 
paralogous protein families, coevolution methods, as well as AlphaFold need to be carefully checked to avoid 
spurious predictions. But in this case, the scores were relatively high, and it has been reported that hybrid ABC 
transporters may indeed exist and remain  functional65–68. While substrate specificities of ABC transporter are 
reported to be mainly determined by their substrate-binding proteins, the specificity can be further controlled 
by regions in the transmembrane  proteins67,69–71. Since both parental ABC transporters are putative amino acid 
transporters, our predicted hybrid form may transport amino acids as well.

Discussion
In this study, we explored the genome-wide prediction of protein–protein interactions through coevolution 
algorithms; specifically, we investigated how different alignment strategies and their concomitant differences in 
quality and depth of alignments could affect the predictions. We found that sufficient sequences are necessary to 
ensure that paired MSAs contain enough coevolution signals. But beyond a certain threshold, coevolution signals 
seem to become saturated. Including further protein sequences seems to introduce more noise than coevolu-
tion signals. Surprisingly, we found that for co-complex PPI prediction, better prediction performance can be 
achieved by building the MSAs at lower taxonomic levels with fewer protein sequences, which is in contradiction 
to the common practice of building paired MSAs using all protein sequences available. Further investigation 
suggests this contradiction may arise from variations in DCA performance (implemented here by mean-field 
approximation) for mediated vs. direct protein pairs. Benchmarks can differ in whether or not proteins that 
are co-complexed but not in direct physical contact should count as “true positives” for PPI predictions, and 
there may well be differences in how powerful coevolution signals appear depending on the chosen benchmark. 
However, for both direct as well as mediated interactions, in our hands MSAs from lower taxonomic ranks usu-
ally yield better performance when compared to MSAs from higher taxonomic ranks downsampled to the same 
size. This may reflect better orthology reliability, better MSA alignment quality, and fewer structural variations 
at lower taxonomic ranks.

Instead of building large MSAs using all bacterial sequences, we built multiple paired MSAs for a given 
protein pair in different taxonomic clades and then integrated coevolution signals. In this way, nearly the full 
set of available sequence data is used while smoothing out noise from MSAs that are too large. In this paper, we 
integrated coevolution signals at the phylum level; we found this to be a good compromise: it is still a fairly high 
taxonomic rank level, but it provides a sufficient number of sequences to allow many protein pairs to pass paired 
MSA alignment quality filtering steps. Due to the exponential growth of sequence data, future integration can 
be carried out at even lower taxonomic rank levels, such as class.

In our project, we used coevolution signals from all available large phyla to predict PPI, assuming that the 
same protein pairs have conserved interaction patterns in different clades of the tree of life. However, there might 
be subtle variations in how orthologous protein pairs interact in different clades. Furthermore, occasionally the 
process of identifying orthologs may itself be error-prone, and more so in some clades than in  others73. In this 
case, using all collected signals from different clades may not be the best practice. In the future, we may need 
to decide further which coevolution signals to include by investigating the coevolutionary signals correlation 
between paired MSAs coming from different orthologous protein pairs under different phyla.

The current methodology is described and tested for protein–protein interaction predictions in bacterial 
genomes only. The code is designed for adaptability to other domains, provided there is access to a well-curated 
phylogenetic tree and knowledge of orthologous protein relationships. However, extending this method to eukar-
yotes presents two significant challenges. One challenge, as outlined in the introduction, is that the application of 
coevolution-based methods for predicting protein interactions involves the intricate task of identifying orthologs 
(putative interologs) across various organisms. The complexity of eukaryotic genomes with their high prevalence 
of duplicated genes makes this process more difficult. Another key challenge may lie in covering a sufficiently 
large sequence space for the multiple sequence alignments. Many Eukaryotic clades are still undersampled in 
terms of genome sequencing due to biased research  interests74–76.

A further limitation of the current manuscript is that the method does not specify the type of a predicted 
interaction, such as distinguishing between persistent and transient protein–protein interactions. Anecdotally, 
our method does detect both persistent and transient interactions, but the latter seem to be less prevalent (as 
indicated for example by the lower recall in the Y2H benchmark, which includes more transient interactions). 
However, to quantify and eventually predict the interaction types, better resolved training sets and benchmarks 
will likely be needed.

During preparation for this article, deep learning methods, especially AlphaFold from DeepMind, have 
succeeded greatly in protein structure prediction in  CASP1442,43. Following the open release of the AlphaFold 
paper and source code, the community also found that AlphaFold can be utilized to predict protein interactions 
after some  adjustments27,47. However, AlphaFold is still not fast enough, and perhaps also not precise enough, 
to be used in a genome-wide, all-against-all interaction discovery search, especially for researchers with limited 
computational resources. Furthermore, in its current state, it may not yet be optimal for global PPI screens due 
to a paucity of negative, non-interacting protein pairs in their training  data27,50. Our pipeline can be used as the 
initial screening and pre-filter step to derive promising interacting protein pairs to be fed to AlphaFold-type 
methods to predict the precise arrangement of the interacting partners.
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Methods
Data source
12,025 complete proteomes of all species under the Bacteria domain were downloaded directly from the STRING 
website (Version 11.5)25; these are in turn derived from representative bacterial proteomes in  proGenomes277.

Orthologous protein memberships were computed by mapping proteins from proteomes of interest to egg-
NOG orthologous groups (Version 5)78 via eggNOG-Mapper79.

Paired MSA construction
The paired MSAs of protein pairs of interest from a given query species were built in two steps. In the first step, 
we built MSAs for single proteins. Second, we constructed paired MSAs by concatenating protein sequences from 
the single MSAs such that only orthologous proteins from the same species were concatenated.

For the MSA preprocessing, we adopted filter criteria similar to those used by Cong et al.13 to which we made 
some changes of our own (see below).

Single MSA construction
As our query organism of interest, we chose Escherichia coli str. K-12 substrain MG1655; its 4127 protein-coding 
genes defined the search space in which interactions were to be predicted. To remove redundant proteins, we 
blasted 80 all of these 4127 proteins with each other and treated proteins with more than 95% identity over at 
least 90% alignment length as redundant. For redundant proteins, we then dropped shorter proteins from any 
further analysis.

The remaining proteins were then used as query proteins to search orthologs in other species under the 
desired taxonomic levels (e.g., class, phylum, and superkingdom level) via the eggNOG database of orthologous 
protein memberships. In eggNOG, orthology is assigned  hierarchically78, for each taxonomic clade; when choos-
ing orthologs for our MSA, each investigated protein’s orthologs from other species were selected at the most 
defined taxonomic level. If that orthologous group contains more than one protein from the subject species, 
then only one is selected randomly from the available orthologs. To ensure enough protein sequences in the 
final MSA, we kept only query proteins with orthologs in more than 1% of all the proteomes in a given clade.

Orthologous proteins of a given query protein were then used to build MSAs. A seed alignment of each query 
protein was first created to include its most similar orthologs via the Phmmer tool in the HMMER  package81,82. 
Three different stringency levels were used to select the seed alignment (same as Cong et.  al13). From the most 
stringent criteria to the least stringent, they are (a) query coverage > 0.8 and sequence identity to the query > 0.55, 
(b) query coverage > 0.65 and identity > 0.4, (c) query coverage > 0.5 and identity > 0.25. For each query protein, 
we keep orthologs filtered by the most stringent criterion that can select over 2500 or 25% of all orthologs in the 
orthologous group. The actual seed alignments/MSAs of seed protein sequences were built by CLUSTAL omega 
 software83. Seed alignments were then passed to hmmbuild tool from the HMMER package to build Hidden 
Markov Model (HMM) for query proteins. These HMMs were then used to align all the orthologous protein 
sequences via the hmmalign tool in the HMMER package.

Any positions that are gaps in query proteins are removed from the single MSAs since they cannot be mapped 
to residues in query proteins. Considering that large fractions of gaps in sequences in the given MSAs probably 
resulted from alignment errors or incomplete sequences, we also removed sequences containing more than 50% 
gaps from the single MSAs. Furthermore, MSA columns containing 50% gaps characters were removed as well, 
as coevolution-based algorithms may not work well for these positions. In the end, our pipeline focuses on the 
top-ranking inter-protein residue pairs with high coevolution signals for predicting PPIs. Therefore, even if a 
few positions are removed mistakenly in this step, it will not affect our final prediction too much. We also kept 
track of the mapping information between positions in the final MSAs and their corresponding positions in 
original query proteins, so that interacting residues can later be re-identified and mapped to 3D structures for 
analysis and visualisation.

MSA concatenation
After generating single MSAs for all query proteins in E. coli, we built paired MSAs for all possible query protein 
pairs by concatenating orthologous protein pairs from the same species/proteome at the same alignment row. Like 
Cong et al.13, we applied the HHfilter tool from  HHsuite84 to remove highly similar sequences and sequences with 
too many gaps from the paired MSA (-id 90, -cov 75, -M first) to speed up the downstream computation process.

It was already reported before that the accuracy of coevolution-based methods is positively correlated with 
the number of sequences in MSA and negatively correlated with the square root of the MSA length. We therefore 
used a metric called Nf90 value (Nf90 = N90/sqrt(L)) to filter paired MSAs for downstream coevolution analysis 
further. Here N90 is the number of sequences in the alignment after filtering by HHfilter (-id 90, -cov 75, -M 
first), and L is MSA length. We used the same threshold Nf90 ≥ 16 as Cong et al. to filter paired MSA, while our 
threshold should be more strict than Cong et al. as in their analysis, N90 is the number of sequences filtered 
by HHfilter with parameter “-id 90”. Because interacting protein pairs are more likely to co-occur in the same 
 genome85, it is more likely they have high Nf90 values and thus to be included in our analysis.

DCA computation
The aim of this article is not to compare different coevolution computation methods or to identify the most 
exact coevolution computation algorithm, but to find a better way to construct paired MSAs for the purpose of 
genome-wide PPI prediction. Therefore the relatively fast mean-field DCA algorithm, though it’s not as accurate 
as the pseudo-likelihood maximization algorithm, was applied on paired MSAs to compute convolution signals 
for the sake of computational  time16,29,86. The python library used in this study was pydca: v1.086.
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Interaction benchmark for single species
For the positive PPI dataset, we chose interactions from the STRING ‘Physical’ subnetwork. We filtered these 
on the combined physical interaction score (reflecting the likelihood of co-occurrence in the same protein 
complex) of more than  50025. Hence, positive protein pairs in this common benchmark contain both mediated 
and direct protein pairs.

For the negative PPI dataset, we randomly paired proteins in the positive PPI dataset. We filtered them by: 
(1) the interaction is not in the positive PPI dataset, but each individual protein must participate in at least one 
interaction in the positive dataset, (2) without any STRING score, i.e., not even a functional connection, (3) 
the frequency of each protein cannot be more than 60 to limit the size of the negative PPI dataset for the sake 
of computational time.

For both positive and negative PPI datasets, we only used protein pairs whose paired MSAs are available and 
valid (Nf90 ≥ 16). Despite the removal of paralogous proteins from MSAs (see section “Single MSA construc-
tion”), we occasionally observed the same protein, in a given row of the paired MSAs, to be on both sides of the 
pairing, i.e., to be claimed as an ortholog to both query proteins. This could indicate errors in the orthology 
database, or it could hint a deep and unrecognized homology between the two query proteins. Since the predic-
tion of interactions between homologs is relatively trivial, and only few of these cases were found, we simply 
removed such protein pairs from our analysis entirely.

Following the above-mentioned procedure, we obtained 3589, 5532, and 5910 positive protein pairs and 6039, 
12,960, and 19,960 negative protein pairs for E.coli at class, phylum, and superkingdom levels, respectively. We 
did not go above the superkingdom level (bacteria), as the inclusion of eukaryotes would increase the difficulty 
of finding the correct interologs required for the paired MSAs. We also did not build MSAs below the class level 
as there is an insufficient number of species and diversity under these levels in the STRING 11.5 database. To 
compare prediction performance at different taxonomic levels, we then collected and filtered the union of the 
above benchmarking protein pairs that could pass filtering stages at all different taxonomic levels as the final 
benchmark for the purpose of fair comparison. Ultimately, we obtained the same 3420 positive protein pairs and 
16,249 negative protein pairs for all three taxonomic levels.

Whether or not a given protein pair is predicted to interact depends on the DCA scores of its inter-protein 
residue pairs. To rank and benchmark the predictions, we either relied on the single, best-scoring DCA connec-
tion for a given pair, or we assessed the 20 top-scoring interactions passed through a simple machine learning 
model. We found that the latter approach yielded a better prediction performance; the machine learning model 
presumably learns that the relative strength of the 20 DCA scores compared to each other also contains informa-
tion about the prediction success. We also found that increasing the number of top DCAs beyond 20 will not 
further improve prediction performance.

Down‑sampling paired MSA
Down-sampled paired MSAs were produced by randomly removing alignment rows from paired MSAs built 
under a specific taxonomic level. No realignment was performed. If the original paired MSAs have fewer 
sequences than the required down-sample size, we use the original paired MSAs. This rarely happens as our 
maximal down-sample size is set as 300.

To assess alignment quality, we calculated the median values of the following metrics from all protein pairs 
in the benchmarks: number of columns in the paired MSAs (i.e., the length of the concatenated proteins after 
filtering); mean values of gap ratio of each column in the paired MSAs; mean values of entropy of each column 
in the paired MSAs; mean values of the pairwise sequence distances in the paired MSAs.

pdb_direct and pdb_mediated benchmarks
From the positive controls in the above benchmark, we extracted two types of interacting protein pairs. One is the 
pdb_direct group containing directly binding protein pairs (see “Methods” section “PDB benchmark”). Another 
one is the pdb_mediated group containing protein pairs in the same complex but separated by other mediating 
proteins. The original pdb_direct and pdb_mediated sets have 414 and 3273 protein pairs, respectively, while their 
overlap with this common benchmark is 154 and 2242, respectively. We then combined protein pairs from these 
two groups with resting negative protein pairs from the common benchmark to create two new benchmarks. For 
the fair comparison, we also set the same positive and negative sample ratio in the obtained pdb_direct and pdb_
mediated benchmarks by randomly down-sampling the negative protein pairs. In the end, this resulted in 1116 
negative samples for the pdb_direct benchmark and 16,249 negative samples for the pdb_mediated benchmark.

Coevolution signal integration across phyla
In this study, we set out to integrate coevolution signals across different phylogenetic clades to better predict 
whether a given protein pair of interest is interacting. Instead of a single, large MSA covering all available 
genomes, separate MSAs are constructed per phylum, and their coevolution signals are integrated through a 
machine learning model.

Phylum and species selection
The phyla to be chosen for separate alignments were required to have enough available genomes to build reliable 
MSAs. Specifically, among all 12,025 representative proteomes, at present only four phyla consisting of more than 
1000 species were available. They are Proteobacteria (NCBI taxonomy id: 1224), Firmicutes (NCBI taxonomy 
id: 1239), Actinobacteria (NCBI taxonomy id: 201174), and Bacteroidota (NCBI taxonomy id: 976) containing 
4505, 2508, 1897 and 1155 genomes, respectively.
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For each phylum, we chose a single representative species from which MSAs were seeded (the seeding is as 
described above). For the Proteobacteria phylum we chose species E. coli (NCBI taxonomy id: 511145), which 
we will call the query species in the context of coevolution signal integration and benchmarking. For the phyla 
Firmicutes, Actinobacteria, and Bacteroidota, we arbitrarily chose Paenibacillus sp. GD11(NCBI taxonomy id: 
1274374), Streptacidiphilus carbonis (NCBI taxonomy id: 105422), and Bacteroides ovatus ATCC 8483 (NCBI 
taxonomy id: 411476), which we will call subject species in this study.

Orthology across phyla
For a given protein pair of interest in the query species (E. coli), orthologous protein pairs in the subject species 
were assigned via the eggNOG database (choosing the ‘Bacteria’ level of orthology in eggNOG). In case one 
of the query proteins was annotated to have multiple paralogs in a subject species, the paralog with the higher 
sequence similarities to the query protein was chosen (using bitscores from blastp searches, requiring an evalue 
cutoff of 1e−6)80. In the end, for each protein pair in the query species, we arrived at one best orthologous protein 
pair in each subject species.

Integrating coevolution signals from orthologous protein pairs and constructing a larger 
benchmark
To fully take advantage of the machine learning component, a larger benchmark was needed; it was constructed 
similarly to the earlier benchmark, except that we did not limit the frequency of any protein in the negative 
dataset. After this step, we obtained a benchmark for the query species E. coli containing 5532 positive protein 
pairs and 414,880 negative protein pairs. This also included protein pairs in E. coli for which no orthologs were 
annotated in some or all of the subject species. Correspondingly, 26,639, 74,941, 117,218 and 201,614 query 
protein pairs have 0 or 1, 2, 3 missing orthologous protein pairs, respectively in subject species (the percentages 
of positive samples are 6.74%, 1.53%, 1.30%, 0.06% respectively, Supplementary Fig. 3).

For a given protein pair, DCA was independently computed for all four phyla. To integrate the results, a simple 
strategy would be only to report the single highest-scoring inter-protein residue pair, or perhaps the average of 
the four highest-scoring pairs, one for each phylum. However, already within a single MSA, we observed that 
reporting the top-n highest scores yielded better overall performance. For the integration across the four phyla, 
we settled on using the top 5 best-scoring inter-protein DCA scores from each phylum (In total, each sample is 
a vector with 20 elements). In some cases, not all four phyla could be computed (for example, because of lacking 
a suitable number of orthologs). In this case, we simply concatenated the value −1 five times.

A Random Forest model was trained on this vector of top 20 DCA scores from the four phyla; it showed 
better performance than a Random Forest model trained on top 20 DCA scores from a single phylum (Sup-
plementary Fig. 3a). Remarkably, we noticed that the amount of missing data (i.e., number of −1 values in the 
vector) appeared to be partially predictive on its own (Supplementary Fig. 3b). This was confirmed by replacing 
the non-missing values uniformly with “ + 1” values—in this case, the only information available is to what extent 
there is missing data. Even in this case, the machine learning model performs better than random (Supplementary 
Fig. 3a), presumably because interacting proteins are to some extent similar in phylogenetic coverage and depth 
and are thus similar in the amount of missing data in their alignments.

This type of conservation information somewhat confounds potential performance improvements coming 
from coevolution signal integration. To prevent this type of signal from being picked up by machine learning 
models, we adjusted the training data such that the ratio of negative and positive pairs is the same for all levels 
of missing data. In the end, we got 5532 positive samples and 82,131 negative samples (Supplementary Fig. 3b, 
see “Methods” “Machine learning models”). We can see from Fig. 4a that the presence-absence information 
alone (+ 1 and −1) can no longer achieve a prediction performance better than random on this refined training 
and benchmark. Nevertheless, the conclusion that the Random Forest model trained on integrated top 20 DCA 
scores from four phyla can achieve better performance than the Random Forest model trained on top 20 DCA 
scores from a single phylum still holds.

In a separate test, in order to further demonstrate that the increased performance stems from coevolution 
integration and not from some other type of bias that we may have unintentionally introduced, we built another 
training and test set that consisted exclusively of protein pairs for which valid MSAs could be built in all four 
phyla. This included 1681 positive protein pairs and 24,958 negative protein pairs This, as well, demonstrated 
performance improvements upon coevolution integration across phyla (Supplementary Fig. 3c).

Machine learning models
The main purpose of this article is to demonstrate the predictive power of coevolution integration, not to exhaus-
tively explore which would be the most suitable machine learning setup for this. Therefore, in this study, we only 
assessed the simple Logistic Regression and Random Forest classifiers in Scikitlearn v.0.24.187. The available 
data was separated into 80% training and 20% hold-out (test) data. Group K-fold (fivefold) cross-validation88 
was applied to the training dataset. In dealing with training and testing data, we made sure that paralogous gene 
families were interacting only in either training and testing, but not in both. This was necessary to avoid depend-
ent samples, and was implemented by checking for deep orthology at the eggNOG database). Grid Search was 
used to tune the hyper-parameters of the training models.

As a baseline control, we also predicted PPIs without machine learning models, simply by relying on inter-
protein DCA scores (i.e., higher DCA scores represent high probabilities of them being positive interactions).
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Residue‑level mapping of interactions
For each potentially interacting protein pair, because four separate alignments are used to assess coevolution, a 
residue-level mapping between these is needed when visualizing the results. This was achieved by aligning the 
respective sequences from the subject species to the query species using blastp (only one sequence per alignment 
needed to be mapped). For visualization purposes,  py3Dmol89 and PyMOL software was  used90 (version 2.4.2), 
all results are shown in the context of the 3D structures from the query organism.

Interaction benchmarks
We constructed several distinct benchmarks for assessing different aspects of the predictions. For a general true-
positive set of PPI, we chose the ‘physical’ subset of the STRING network, in E. coli K12. These were filtered by the 
‘combined physical’ interaction score in STRING of more than 500 (reflecting high confidence of direct binding 
or at least co-occurrence in the same protein complex)25. It contains 15,476 positive controls.

To investigate the geometries of the predicted interactions, we constructed a benchmark based on the protein 
data bank (PDB), containing 3657 protein pairs that are contained in the same PDB complex. This was further 
subdivided into two subgroups: pdb_direct (414 samples) and pdb_mediated (3243 samples). The former con-
tains pairs for which at least 10 interacting atoms occur within 5 angstroms, while the latter contains all other 
pairs (usually separated by at least one bridging protein).

The broadest possible definition of an interaction is that of a ‘functional association’; for assessing this dimen-
sion, we built the KEGG functional PPI benchmark by pairing proteins that exist in the same pathways in the 
KEGG database (2020)91, resulting in 28,914 protein pairs in E. coli.

Comparisons with previous work
The ‘Y2H’ dataset is taken from a large Y2H screen in E.coli, which also contains positive PPIs compiled from 
manually curated  databases92,93 and supported by multiple publications or characterized by two independent 
 methods51. The ‘extended PDB_direct’ set contains protein pairs that either interact directly with each other in 
the  PDB13, or that have close homologs that interact. The ‘Ecocyc’ benchmark contains 916 protein pairs anno-
tated to the same complexes (large complex removed); this has been extracted from the Ecocyc  database54. The 
three ‘direct’ protein interaction benchmarks contain 277, 866 and 916 positive controls, respectively, and are 
downloaded from Cong et al.13.

Protein interactions according to the Y2H technology were taken from supplementary Table S2 from  paper51. 
Protein interactions revealed by affinity pulldowns (APMS1 and APSM2) were taken from supplementary 
Table S6 of Hu et al.53, and from supplementary Table S2 of Babu et al.52. The ‘coevolution+’ list of predicted 
PPIs, augmented with previous knowledge), is from supplementary Table S8 of Cong et al.13.

Proteome‑wide PPI predictions
To identify novel PPIs at the proteome level in E. coli, we built and collected 2,269,162 paired MSAs at the phylum 
level for all possible query protein pair combinations that can pass the MSA size filtering step. All other protein 
pairs are treated as negative predictions. We also detected homologous protein pairs of these query protein pairs 
in subject species/phylum and obtained 513,280, 634,253, and 228,993 paired MSAs in the phylum Firmicutes, 
Actinobacteria, and Bacteroidetes, respectively. We then computed and collected top inter-protein DCA scores 
from these protein pairs and applied our best-performance RF model.

When benchmarking this step, considering that some protein pairs have already been included in the train-
ing dataset of our machine learning models, we removed these pairs from our prediction results and from the 
benchmark. Where necessary for benchmarking, we also removed predictions to maintain the positive/negative 
ratio as in the specific benchmarks (Supplementary Fig. 4).

AlphaFold‑Multimer computation
For our study, we downloaded the ColabFold (v1.3.0)45 code on 30/04/2022 and modified it in order to run it 
locally. Our own customized paired MSAs were then fed as inputs to ColabFold, to generate the input features 
that AlphaFold requires. Finally, AlphaFold-Multimer (v2.2.0)27 is selected to predict the structure between two 
proteins. AlphaFold-Multimer provides 5 pre-trained models. In our paper, we chose to use model 3 to save 
computational time. To assess the interactions between two proteins, we extracted both inter-protein residue 
distances (between C alphas) and contact probability of Cbeta-Cbeta under 12 Å as mentioned in  paper47.

The final set of predictions
From the list of 2,269,162 protein pairs predicted by the final best performance RF model, we selected 4501 PPIs 
with predicted probabilities larger than 0.9 as our final physical PPI predictions.

To further characterize novel, directly contacting protein pairs, we applied AlphaFold-Multimer to filter 
further results obtained from our best-performance RF model. Additionally, as Cong et al. found in their study 
that a better accuracy of direct protein interaction prediction could be achieved by down-weighing proteins 
that appear to coevolve with many others through the protein level average product correction (APC)13, we also 
ranked the PP list selected by predicted probabilities from our best performance RF model after performing 
protein level APC using all 2,269,162 protein pairs. Then, from the ranked PP list, we ran AlphaFold-Multimer 
for the top 20,000 protein pairs and selected 379 with maximal inter-protein contact probabilities larger than 
0.9 as the final direct PPI predictions (Supplementary Table S1).
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Data availability
Proteome sequence data and orthology information can be downloaded from STRING (v11.5) and eggNOG (5.0) 
websites respectively. The code to reproduce the findings presented in this study is available at https:// github. 
com/ TaoDF ang/ PPI_ Predi ction_ byCoe volut ion .This repository employs  Nextflow94,  Conda95, and Singularity 
 container96 to ensure reproducibility. All raw data, intermediate results, and final results can be downloaded or 
generated via the provided NextFlow pipeline. Most paper figures can be reproduced via the provided notebooks 
together with the provided Singularity container, and the cached final results which are shared at  Zenodo97 except 
the schematic figure (Fig. 1). The final results are provided (at Zenodo: https:// zenodo. org/ record/ 84298 24) 
because the entire computation process can take months depending on the available computational resources 
and the full DCA results take up around 16 TB of disk space. This latter dataset is too large to share online, so it 
is only available upon request from Tao Fang (tao.fang@uzh.ch) or Christian von Mering (mering@mls.uzh.ch).
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