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A novel neural network‑based 
framework to estimate oil and gas 
pipelines life with missing input 
parameters
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Kishore Bingi 3

Dry gas pipelines can encounter various operational, technical, and environmental issues, such 
as corrosion, leaks, spills, restrictions, and cyber threats. To address these difficulties, proactive 
maintenance and management and a new technological strategy are needed to increase safety, 
reliability, and efficiency. A novel neural network model for forecasting the life of a dry gas pipeline 
system and detecting the metal loss dimension class that is exposed to a harsh environment is 
presented in this study to handle the missing data. The proposed strategy blends the strength of deep 
learning techniques with industry‑specific expertise. The main advantage of this study is to predict 
the pipeline life with a significant advantage of predicting the dimension classification of metal loss 
simultaneously employing a Bayesian regularization‑based neural network framework when there 
are missing inputs in the datasets. The proposed intelligent model, trained on four pipeline datasets 
of a dry gas pipeline system, can predict the health condition of pipelines with high accuracy, even if 
there are missing parameters in the dataset. The proposed model using neural network technology 
generated satisfactory results in terms of numerical performance, with MSE and  R2 values closer to 
0 and 1, respectively. A few cases with missing input data are carried out, and the missing data is 
forecasted for each case. Then, a model is developed to predict the life condition of pipelines with 
the predicted missing input variables. The findings reveal that the model has the potential for real‑
world applications in the oil and gas sector for estimating the health condition of pipelines, even if 
there are missing input parameters. Additionally, multi‑model comparative analysis and sensitivity 
analysis are incorporated, offering an extensive comprehension of multi‑model prediction abilities 
and beneficial insights into the impact of various input variables on model outputs, thereby improving 
the interpretability and reliability of our results. The proposed framework could help business plans by 
lowering the chance of severe accidents and environmental harm with better safety and reliability.
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ANN  Artificial neural network
MDA  Material degradation analysis
FEA  Finite element analysis
CBM  Condition-based monitoring
ML  Machine learning
AI  Artificial intelligence
PRA  Probabilistic risk assessment
BRNN  Bayesian regularization neural networks
RA  Regression analysis
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SVM  Support vector machines
RF  Random forest
DT  Decision trees
RBA  Reliability-based analysis (WA)
SA  Survival analysis
WA  Weibull analysis
BR  Bayesian regularization
ERF  Estimated repair factor
DC  Dimension class
SVR  Support vector regression
POF  Pipeline operator forum

A dry gas pipeline system transports natural gas from the oil field to processing and warehousing facilities 
or individual  customers1; unlike wet gas pipelines, which transport liquids like butane and propane, dry gas 
pipelines solely transport methane, constituting the principal component of natural  gas2. The pipeline system 
consists of pipes, processing plants, and regulation stations to manage the flow and pressure of  gas3. Dry gas 
pipelines transmit enormous amounts of natural gas across great distances, offering a consistent and efficient 
means of meeting the expanding reliance on fossil fuels as an energy source. Dry gas pipelines have faced several 
operational, technical, and environmental issues for many  years4. Some of the most typical issues are Corrosion: 
Pipelines can corrode and deteriorate over time, limiting their lifespan and creating safety  issues5,6. Spills and 
leaks: The spills and leaks may be hazardous to the environment and cause costly cleaning and  repairs7. Regula-
tion: The pipeline sector is subject to various rules and standards, which can be complicated and continuously 
changing, making compliance challenging for  operators8. Cybersecurity concerns: With the increased use of 
technology in pipeline systems, they have become increasingly exposed to cyber  assaults9. A good strategy for 
better maintenance, management, and creative techniques is required to address these difficulties and increase 
safety, durability, and efficiency.

Several studies have been carried out to forecast the lifetime of oil and gas pipelines. Material Degradation 
Analysis (MDA), Finite Element Analysis (FEA), Condition-Based Monitoring (CBM), Probabilistic Risk Assess-
ment (PRA), Machine Learning (ML) and Artificial Intelligence (AI), and specific data-driven methodologies 
are some of the techniques commonly employed in these  investigations10. Their investigations marked out the 
research and application of oil and gas pipeline failure prediction and revealed their deficiencies in proposing 
future research areas. Furthermore, this study gave insights into the effort to select appropriate failure predic-
tion methods for incorporation into present evaluation measures. MDA investigates in depth the impacts of 
corrosion, erosion, and other elements that might cause material deterioration and impair the service life of the 
pipeline. MDA has been used in specific  research11. This study conducted a metallurgical investigation, including 
compositional, microstructural, and hardness tests. Experimental findings were compared to field data to aid 
in establishing the deterioration mechanism. The study concluded that the concentration and kind of corrosion 
inhibitor have a vital impact on its performance, showing the significance of metal loss type on pipeline life 
degradation. Few researchers employed the finite element analysis (FEA) approach to estimate the behaviour of 
a pipeline over load variations and operating  situations12. This study investigates the various types of corrosion 
faults and the influence of dimensional loss on estimating pipeline failure pressure using FEA. They concluded 
that the failure pressure could be predicted more precisely by considering both corrosion defects and variances 
in material properties, signifying the importance of the corrosion type of metal loss and pressure. Few research-
ers employed the CBM approach, which involves monitoring the health status of a pipeline with sensors and 
some other diagnostic equipment to identify indications of corrosion, wear, and different types of deterioration, 
enabling predictive maintenance and life  forecasting13. This research proposed standard principles for generating 
scenarios utilizing predicted pipeline conditions before and following maintenance measures. PRA, a risk-based 
strategy, was used by a few researchers who employed statistical models to forecast the chance of failure and assess 
the consequences of  failure14,15. In these studies, one research created a tool that supports decisions to evaluate 
and manage the risk of oil and gas pipeline systems following an incidence of seismic events. Another study 
found that environmental variability and a lack of data are important sources of uncertainty about the effects 
of the oil spill. This demonstrates the importance of data management in evaluating the life of pipeline systems.

Many scholars have utilized ML and AI approaches to evaluate massive quantities of data and discover pat-
terns that may be used to estimate the life of pipelines using historical data and real-time monitoring  data16–20. 
These research works examined historical data from the oil and gas sectors, and the findings achieved by their 
different recommended methodologies were deemed satisfactory based on statistical metrics. In one of these 
studies, as much prior literature concentrated on one sort of failure, Senouci et al. used regression analysis (RA) 
and ANN to create a prediction model that considered factors apart from  corrosion18. It was demonstrated that 
both strategies produced acceptable outcomes with similar accuracy in forecasting. In another study, their team 
created a fuzzy-based approach to anticipate the kind of failure in oil pipeline accidents. In this research study, 
they used many factors caused by mechanical, operating, corrosion, external, and natural risks to anticipate 
pipeline failures with a validity of 83%19. To improve the efficiency of these approaches, N B et al. employed 
Artificial Neural Networks (ANN) to forecast pipeline life conditions using historical data, and the findings of 
this study outperformed the previous  approaches17. The relevance of these investigations lies in their ability to 
improve the capacity to anticipate pipeline conditions, suggesting an integrated approach that considers each 
approach’s individual strengths. However, in these independent investigations, the models developed could 
only forecast the pipeline’s life and could not diagnose metal loss issues. After a while, N B et al. tried an excit-
ing approach to develop an intelligent model using the ANN, where the model estimated both objectives, i.e., 
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pipeline life, and simultaneously classified the metal loss  defects16. According to these research investigations, 
their ideas are more helpful in the oil and gas sectors for avoiding excessive inspection expenditures and plan-
ning the maintenance schedule.

Some studies used data-driven approaches to conduct risk analysis and predict the failure of pipelines. These 
research studies have significantly contributed to pipeline integrity and risk assessments using various AI-based 
 methodologies21–24. Shahriar et al. used fuzzy logic in one of these works to calculate the likelihood of fundamen-
tal events in a fault tree and to predict the chance of output event  effects21. This work investigates the interde-
pendence of numerous aspects that may impact analysis findings, and fuzzy utility value is proposed to perform 
risk evaluation for pipelines utilizing the triple-bottom-line sustainable development criterion. Mohamed et al. 
conducted two studies that focused on predicting maximum pitting corrosion depth, adding insights to aware-
ness of corrosion-related dangers in pipelines. In one study, they employed Support Vector Regression (SVR) to 
estimate the maximum pitting corrosion depth. The suggested models’ efficiencies were compared to the standard 
SVR model, whose hyper-parameters are obtained by trial and error, on the one hand, and empirical models, 
on the  other22. Three meta-heuristic techniques improve SVR’s ability to identify these hyperparameters’ best 
alternatives. Their results showed that the SVR-Firefly model outperformed every approach investigated in this 
study. Later, the same team members developed frameworks for forecasting maximum pitting corrosion depth 
utilizing statistical  methods23. They evaluated the effectiveness of several AI algorithms and determined the rela-
tive value of various unknown input characteristics in predicting maximum pitting corrosion depth. Milad et al. 
suggested a Bayesian inference approach, which was used to precisely anticipate when the pipe would most likely 
collapse based on observed crack development readings and cycle records. This study employed finite element 
analysis for various fracture lengths and  depths24. Based on a Bayesian inference study involving and excluding 
hyperparameters, the results showed that using hyperparameters improved accuracy, which emphasizes the 
relevance of hyperparameters. All of these studies can give useful information on pipelines’ present condition 
and future functionality. These studies highlight the different and growing approaches used to improve oil and 
gas pipeline integrity and risk assessment.

Many statistical methodologies, such as Reliability-Based Analysis (RBA), Survival Analysis (SA), and Weibull 
Analysis (WA), were used to forecast the life of oil and gas pipelines. Using the RBA technique, Hou et al. 
predicted a pipeline’s dependability and chance of failure while accounting for operating circumstances, envi-
ronmental considerations, and material  attributes25. The authors of the SA research, Mohmoud et al., utilized 
time-to-failure data to simulate the probability of failure over time while accounting for filtering and  reduction26. 
Hall et al. employed the Weibull distribution to forecast the life of pipelines and other components in their WA 
research, considering the impacts of stress, wear, and other factors that might affect the rate of  deterioration27. AI 
and ML are fast-evolving fields that have the potential to transform the way oil and gas pipelines are monitored, 
maintained, and operated. Previous research studies employed ML-based methodologies such as RA, ANNs, 
SVM, Random Forest (RF), and Decision Trees (DT) to forecast the life of oil and gas pipelines. Few researchers 
employed RA to forecast the remaining life of a pipeline using previous data such as inspection findings, mainte-
nance records, and operating  conditions28. In a few instances, ANNs beat RA in modelling complicated relation-
ships and making predictions based on various input factors from historical  data17,18. Few scholars employed 
SVMs and DTs to forecast oil and gas pipeline faults and risk management,  respectively29,30. Ning et al. used the 
RF approach for the leak detection of gas pipelines based on multiple decision trees, resulting in more robust and 
trustworthy predictions by aggregating the findings of many trees, each of which may be trained on a different 
subset of the  data31. These AI and ML-based algorithms provided useful insights concerning pipelines’ present 
and future behaviour, allowing operators to prioritize maintenance and replacement actions to maintain safe 
and dependable operation. The investigations in the preceding literature for pipeline life forecasting depend on 
prior knowledge to build structural health measures and determine thresholds, thus remaining ineffective in 
the significant data era.

ANNs are computational models inspired by the structure and function of the human brain. They comprise 
linked nodes known as neurons that analyze and send data. Image classification, audio recognition, and natural 
language processing are just a few of the tasks in which ANNs are utilized. The artificial neuron is the fundamen-
tal building component of an ANN; it accepts information from other neurons, analyses it, and sends a signal 
to other neurons in the  network32. The weights of the neuronal connections can be modified during training to 
maximize the network’s performance. ANNs are learned by employing algorithms that modify the weights of 
neural connections based on the difference between the expected and actual output. The training procedure might 
be unsupervised or supervised. Artificial intelligence research is always looking for new methods to increase the 
performance and interpretability of ANNs.

Since its origins in the 1940s and 1950s, ANN architecture has evolved tremendously. Initially, simple feed-
forward networks were proposed with information flowing just in one way, from input to output. These networks’ 
capacity to analyze complicated data and reflect links between inputs and outputs was  restricted33. Recurrent 
neural networks were introduced in the 1980s and 1990s, where information may flow in loops, and the network 
can keep a hidden state, allowing it to handle input sequences. This signified a substantial increase in neural 
networks’ capacity to handle sequential input. Deep neural networks gained popularity in the late 2000s and 
early 2010s as massive datasets and strong GPUs enabled the training of several layers of neural  networks34. In 
recent years, novel ANN designs that specialize in tackling specific difficulties have been created. Overall, the 
desire to tackle particular tasks more effectively and efficiently has propelled the development of ANN design, 
and new structures are constantly being invented and improved.

Bayesian Regularization (BR) is a strategy for reducing overfitting in ANNs. When a model overfits, it learns 
random noise or irregular oscillations in the training data rather than the underlying  patterns35. As a result, 
performance on unknown data, for instance, the validate or test set, suffers. BR combats overfitting by adding 
existing knowledge about the network’s weights during training. This is accomplished by considering the weights 
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as explanatory variables with a prior distribution, like a Gaussian distribution, and modifying the distribution 
as new data becomes available during training. The preceding distribution encodes previous views about how 
the weights should appear, preventing them from becoming excessively severe and overfitting to the data. The 
term regularization in the BR technique measures the weight distribution’s uncertainties or variance. Optimizing 
the goal function during training becomes an exchange between prediction performance and weight  entropy36. 
This enables the model to compromise accurate data fitting and limit overfitting. BR may be used on several 
types of ANNs, including feed-forward and recurrent networks. The approach has been proven to increase ANN 
generalization performance on various tasks, and it has been employed in a wide range of applications, such as 
image classification, life prediction, audio detection, and natural language  analysis37.

According to research studies and the present market of the oil and gas sector, a few activities need to be 
made to increase the life of oil and gas pipelines. Regular maintenance and inspections, leak detection systems, 
upgraded pipeline infrastructure, environmentally friendly practices in design, construction, and operation, 
novel strategies developed with research and development experts, and emergency response plans are some of 
the activities that could improve the lifespan of pipelines. However, a few issues must be addressed to extend 
the life of dry gas pipelines, such as corrosion and deterioration, maintenance schedule, environmental restric-
tions, cybersecurity, and so on. In addition, because of the expensive inspection costs, suitable data for pipeline 
lifespan evaluation studies are not readily available, as evidenced by literature studies. As a result, even if the 
data is lacking, a practical framework for accurate forecasts of the life situation with corrosion flaws needs to 
be established. As a result, this study aims to estimate the life and detect the dimension class metal loss type 
of dry gas pipeline systems, which would lead to better safety, reliability, and maintenance schedules. In other 
words, while the current literature on pipeline life prediction, risk assessment, and failure evaluation has made 
remarkable progress in using techniques based on machine learning-enhanced frameworks, still a research gap 
exists in the establishment of dynamic and adaptable methodologies to regularly update structural condition 
indicators, making sure more precise and up-to-date pipeline life estimating in a continuously shifting operational 
environment. Also, an efficient framework providing accurate estimates of the life situation, including metal loss 
anomaly detection types, must be established to improve safety, business, and ecosystem, even if missing data 
exists. Inspired by the literature, this work provides a novel approach for predicting the life conditions of a dry 
gas pipeline system and detecting the dimension class of metal loss simultaneously while utilizing BR-based 
ANNs with complete and incomplete inputs comprising missing input variables. As a result, the following are 
the paper’s significant contributions:

• With comprehensive input data, the BRNN is developed to estimate the dry gas pipeline system’s life condi-
tion and simultaneously detect the dimension class metal loss type.

• Sub-neural networks are developed to anticipate missing input variables. The pipeline life is then estimated 
based on the expected missing input data.

• The suggested BRNN-based approach’s performance is examined in a few case studies where, at minimum, 
one input parameter and a maximum of three inputs are missing.

• The proposed BRNN framework identifies the pipeline life and dimension class interdependencies, demon-
strating its adaptability and resilience in a real-world environment.

Methodology
This research study performs various stages to construct a BR-based ANN model, including data analysis/pre-
processing, selecting an ANN architecture, model training, model validation, and correlation analysis. All of 
these stages are detailed below.

Data acquisition/analysis
The historical data was gathered from oil and gas fields and analyzed thoroughly. The dataset is selected, and data 
division is performed in the ratio 60:20:20, i.e., for training, testing, and validating the ANN by preprocessing 
it. In other words, the gathered data is divided into three sections such as training, validation, and testing data-
sets. The training dataset (60%) is employed to train the model, the Validation dataset (20%) is used to modify 
hyperparameters to avoid overfitting, and the Testing dataset (20%) is utilized to assess the model’s generalization 
capability. The training set comprises 60% of the total collection to expose the model to a considerable quantity 
of data to learn underlying trends and relationships within the training data, modifying the variables to reduce 
the training loss. The validation set (20%) optimizes hyperparameters and avoids overfitting. During training, the 
model’s performance on the validation set is assessed, and hyperparameters are adjusted to guarantee effective 
generalization without overfitting the training data. The testing set (20%) is kept separate and unused during 
the training and validation processes. It provides a fair evaluation of the model’s performance on unseen data. 
This assists in determining how effectively the model generalizes to new, previously encountered cases. This data 
partition in a 60:20:20 ratio believes in an understanding of having enough data for training, validation, and 
testing, guaranteeing that the proposed model is well-trained and thoroughly assessed.

During the data analysis, the parameters such as length (L), width (W), depth (D), nominal wall thickness 
(NWT), pressure (P), feature identification (FI), wall thinning (WT), and corrosion (C) are selected as inputs 
and parameters such as estimated repair factor (ERF) and dimension classification (DC) of metal loss are con-
sidered as outputs. All these input parameters are represented in Fig. 1 in detail. The dimensional parameters 
’L’, ’W’, and ’D’ are critical in interpreting metal loss measures since differences in length, width, and depth 
can obviously impact the pipeline’s structural integrity. The variations from typical dimensions could indicate 
material abnormalities, leading to vulnerability. ’NWT’ constitutes a standard measurement of the pipeline wall 
initiating thickness monitoring, critical for determining the pipeline’s ability to endure operational pressures 
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and external environmental conditions. The ’P’ parameter heavily influences the structural stress encountered 
by the pipeline. Higher pressures may quicken material wear and tear, resulting in fatigue and potential failure. 
Monitoring pressure changes is critical for determining pipeline resilience and maintaining safe operation. ’FI’ 
entails detecting particular traits or abnormalities in the pipeline. This might include material composition 
inconsistencies, structural abnormalities, or indications of probable degradation pathways. In general, FI refers 
to the process of detecting and classifying conventional signs (identifiable patterns) of physical objects, resulting 
in signaling within the gathered information. These signs indicate possible pipeline concerns or characteristics 
such as corrosion, manufacturing abnormalities, clustered corrosion, manufacturing anomalies, and mechanical 
irregularities. Corrosion, for example, may appear as inconsistencies in the thickness of the pipeline wall, whereas 
manufacturing anomalies may occur from flaws introduced during the production process. Clustered corrosion 
and manufacturing abnormalities suggest several cases in proximity, while mechanical anomalies may indicate 
external harm to the pipeline. A numerical indication (1–5) is created by assigning values for each of these rec-
ognised feature categories, allowing for better analysis and comparison of these characteristics throughout the 
whole dataset. The ’WT’ of the pipeline is an indication of material loss from the pipeline walls. It is an essential 
measure for determining the level of damage that could put the gas pipeline’s structural integrity at risk. Corro-
sion is an environmental phenomenon that causes pipeline material to deteriorate due to its interaction with the 
surrounding atmosphere, leading to structural degradation, durability loss, and changes in the appearance of the 
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pipe material. Corrosion in gas pipelines may develop both inside and outside, posing substantial threats affect-
ing the system’s reliability and operation. Identifying the distinctions between interior and exterior corrosion is 
essential for developing efficient surveillance and safeguarding measures. Internal corrosion is the degradation 
of a pipeline’s interior surface from chemical interactions between the delivered fluids and the pipeline’s mate-
rial. External corrosion happens on a pipeline’s outside area and is usually impacted by environmental variables. 
Because there are multiple anomalies at various reference points throughout the pipeline system, Internal and 
external corrosion types are assigned values 1 and 2, respectively, in the current study.

Every input parameter contributes to evaluating the pipeline’s structural health, material attributes, and degra-
dation processes. By including all these factors, it is possible to conduct a detailed examination that contributes to 
pipeline failure. Meanwhile, ERF denotes the ratio of the pipeline design pressure to the safe maximum pressure 
calculated as per the ASME B31G analytical criterion. According to pipeline integrity standards, ERF is used to 
evaluate the severity of pipeline life issues, and the ERF equation is provided by (1)38. In this relationship, the 
assessment pressure is the operator’s pressure, and the safe operating pressure is the estimated defect assessment 
method’s safe operation pressure. The choice of criterion to identify the level of severity of the pipeline condition 
was given according to the remaining durability evaluation technique, i.e., ASME B31G, as illustrated in Figure 2. 
DC refers to a distinct anomaly class allowing a wide range of metal loss forms. Figure 2 depicts the criteria for 
ERF and metal loss anomalies per dimension class. The best BRNN design is chosen for predicting the life dry 
gas pipeline, which is built with 8 input parameters, i.e. L, W, D, NWT, P, FI, WT, and C, with the two hidden 
layers and 10 neurons in each layer; and with two output parameters, i.e., ERF and D.

Metal loss classification refers to classifying metal losses based on size and location. The purpose of metal loss 
categorization is to evaluate the degree and severity of corrosion in a metal structure so that necessary repairs 
or additional damage may be made. According to ASME B31G standards, metal losses are divided into various 
dimensions: pitting corrosion, general corrosion, axial grooving, circumferential grooving, pinhole, axial slotting, 
and circumferential  slotting16. The pipeline operators forum (POF) has created a set of standards and criteria for 
intelligent pig inspections of pipelines, including descriptions of metal loss  characteristics39. The severity of metal 
loss based on L, W, and D was used to classify the dimension class in the proposed study. All DC categories are 
assigned numerical values (1 to 7), and the criteria used to classify DC anomalies of metal loss are illustrated in 
Fig. 2. Notably, the order of numerical values is determined by the alphabetical listing of the DC of metal loss. In 
other words, the DC criteria were classified depending on the metal loss in each portion of the pipeline system. 
All of these dimension classes’ descriptions included with assigned values are given in Fig. 2.

According to the data collected, the pipeline system is separated into four sections: Section 1, Section 2, 
Section 3, and Section 4, each having a length of 123.4 km, 225 km, 139.56 km, and 22.2 km. These four sec-
tions are all built of Spiral/Longitudinal welded pipe with an API 5L X70 material grade and a diameter of 36 
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inches. Section 1, Section 2, Section 3, and Section 4 have NWTs of 16.8/19.8/21.4 mm, 14.2/16.8/19.8/22.7 mm, 
14.23/16.76/19.79 mm, and 16.76/19.79 mm, respectively. All of these pipeline system details are illustrated in 
Table 1.

Based on past inspection reports obtained during data gathering, A total of 5406 (5235 internal and 171 
external), 4452 (4124 internal and 328 external), 1266 (1001 internal and 265 external), and 234 (213 internal 
and 21 external) metal loss abnormalities were found and recorded for Section 1, Section 2, Section 3, and Sec-
tion 4 respectively. These recognized and recorded metal loss anomalies during the data analysis indicate that 
the pipeline has suffered metal loss degradation in many locations. Anomalies in metal loss indicate different 
types of corrosion, eroding, or other material deterioration that threaten the structural integrity of the pipeline 
system. The significant frequency of anomalies emphasizes the need to ensure the security and reliability of a 
dry gas pipeline’s system. Analyzing these particular features and the distribution pattern of these anomalies is 
critical in developing and implementing strategies, reducing the risk of failure, and assuring efficient operation. 
All of these metal loss anomalies are illustrated in Table 2 in detail.

BR neural network learning
This work employs the BR-based back propagation (BP) approach to create a suggested ANN model. The 
proposed technique combines the ideas of Bayesian inference with backpropagation to increase prediction 
 accuracy39. It was initially developed as an extension of classic ANN models in the early 1990s. The proposed 
model employs BR to include previous information about the model’s parameters and to minimize overfitting. 
This is accomplished by having a penalty term in the error function that penalizes complicated  models40. The 
backpropagation technique then identifies the ideal settings by minimizing the error function. It has been dem-
onstrated to outperform typical ANN models and has become a significant tool in machine-learning studies. In 
the current study, BR was chosen over traditional techniques such as Levenberg Marquardt or others because of 
the dual output of the present study, which focuses on forecasting the life of a pipeline based on ERF while also 
determining its dimension class. This dual-objective situation necessitates a deeper approach to model training 
and parameter estimation, which the suggested BR technique effectively addresses our problem successfully. 

Table 1.  Pipeline system characteristics.

Feature Section 1 Section 2 Section 3 Section 4

Length 123.4 km 225.0 km 139.6 km 22.2 km

Diameter 36 inches 36 inches 36 inches 36 inches

Material grade API 5L X70 API 5L X70 API 5L X70 API 5L X70

Nominal wall thickness 16.8/19.8/21.4 mm 14.2/16.8/19.8/22.7 mm 14.23/16.8/19.8 mm 16.8/19.8 mm

Pipe type Spiral/Longitudinal welded Spiral/Longitudinal welded Spiral/Longitudinal welded Spiral/Longitudinal 
welded

Design code ASME B31G ASME B31G ASME B31G ASME B31G

MAOP 96 barg 96 barg 96 barg 96 barg

Design pressure 96 barg 96 barg 96 barg 96 barg

Pipeline product Dry Gas Dry Gas Dry Gas Dry Gas

Table 2.  Detected anomalies by depth and ERF threshold.

Depth

Section 1 Section 2 Section 3 Section 4

Internal External Internal External Internal External Internal External

80% and above – – – – – – – –

70% ≤ metal loss < 80% – – – – – – – –

60% ≤ metal loss < 70% – – – – – – – –

50% ≤ metal loss < 60% – – – 2 – – – –

40% ≤ metal loss < 50% – – – – – – – –

30% ≤ metal loss < 40% 14 – 1 – 4 – – –

20% ≤ metal loss < 30% 233 2 31 3 10 – 10 –

10% ≤ metal loss < 20% 4988 169 4092 323 987 265 203 21

Total no. of anomalies 5235 171 4124 328 1001 265 213 21

ERF

 ERF < 0.6 105 2 – – 6 0 40 –

 0.6 ≤ ERF < 0.8 5130 169 1127 57 213 65 173 21

 0.8 ≤ ERF < 1.0 – – 2997 271 782 200 – –

 ERF > 1.0 – – – – – – – –

Total no. of anomalies 5235 171 4124 328 1001 265 213 21
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Notably, the BR approach enables the proposed framework to identify the interdependencies among the pipeline 
life and dimension class, demonstrating its adaptability and resilience in a real-world environment.

The current study chooses an appropriate prior distribution for the network weights, such as a Gaussian 
distribution with a zero mean and a modest standard deviation. The ’trainbr’ algorithm calculates the posterior 
distribution of weights given data and a prior distribution. After seeing the data, the posterior distribution 
encodes the uncertainties regarding the  weights41. In other words, Bayes’ theorem combines the prior distribu-
tion with the likelihood function to generate the posterior distribution over the model parameters. Combining 
the previous distribution and the likelihood function yields the posterior  distribution42. The regularized target 
function is computed using the posterior distribution (See Eq. 2). The negative log posterior distribution is the 
regularized objective function, identical to minimizing the sum of the squared error and the regularization term. 
The regularization term is a penalty term that promotes the model to match the prior distribution over the model 
parameters rather than fitting the noise in the data.

where,  w is a weight vector of model parameters, y is a vector of output variables, x is a matrix of input variables, 
and c is a constant.

The squared error between the anticipated and actual values of the output variable is represented by the first 
term in the objective function. The second term is the regularization term, which is proportional to the square 
of the model parameters’ magnitude. The constant c governs the trade-off between the two terms and is usually 
determined through cross-validation. The BR-based ML approach aims to determine the ideal weights that 
maximize the posterior distribution, which is proportional to the likelihood function multiplied by the prior 
distribution. The optimum weights may be discovered by enhancing the posterior distribution. The related 
weights (w) of a BRNN are adjusted based on the error rate achieved in the prior epoch. Furthermore, hidden 
neuron weights are modified to ensure that the ANN model is highly efficient. The suggested BRNN calculates 
the ultimate output of hidden and output layers, as shown in (3).

where, xi , wi and bi are the initial, weight, and bias values of a variable.
The model is then evaluated by making predictions on the testing dataset using the posterior distribution and 

assessing the model’s performance. Metrics like MSE and  R2 values are used in the evaluation process. The selec-
tion of hyperparameters is an integral part of developing and training neural networks because it influences the 
model’s performance and  adaptability43. This external selection to the model is not learned throughout training 
but substantially influences its behaviour. The learning rate, batch size, number of hidden layers, and number 
of neurons in each layer are a few instances of these hyperparameters. Slow convergence, overfitting, and poor 
generalization can result from a poorly designed collection of  hyperparameters44. The objective is to establish a 
compromise between underfitting and overfitting so the model performs well on training and unobserved data. 
Finally, selecting hyperparameters with care is critical to developing neural networks that successfully capture 
the underlying patterns in data.

The whole procedure of the proposed BR-based ANN framework is illustrated in Fig. 3. The network design, 
prior distribution, and training procedure are adjusted to increase the model’s performance. Finally, the ’trainbr’ 
(BR) based ANN with a topology of 8-10-10-2 provided the best performance with good evaluation performance, 
balancing the trade-off between accurately fitting the data well and avoiding computational burden. The activa-
tion functions such as ’tansig’ and ’purelin’ are used in hidden and output layers, respectively, as represented in 
Fig. 3. Implementing the BR-based ANN approach in this study is essential for limiting the possibility of over-
fitting. The BR technique presents a disciplined way of dealing with uncertainty in parameter estimations. This 
guarantees that the model generalizes adequately to previously unknown data points. In addition, BR provides a 
regularization term that prevents overfitting and allows the model to learn meaningful patterns while accounting 
for the underlying uncertainty in the data.

Figure 3 depicts the developed ANN model structure, which includes two hidden layers interposed between 
the input and output layers. The current study employs two hidden layers to learn complicated correlations 
between input and output data. As per Fig. 3 of an ANN model, the input layer receives the input data, which is 
transferred to the first hidden layer. This layer comprises neurons learning, processing, and forming intermedi-
ate approximations from the input data. These approximations are subsequently forwarded to the second hid-
den layer, where more processing and learning occur. Finally, the output layer generates the expected outcome 
depending on the information learned by the hidden layers. The purpose of using two hidden layers in this study 
is it has the benefit of being able to manage the complexity between input and output data. This implies the 
model may learn to detect patterns and generate more accurate predictions. Furthermore, it enables the model 
to learn and predict with greater depth and complexity, essential for handling increasingly difficult situations.

Correlation analysis
Correlation analysis is a statistical technique for determining the relation between two or more variables. The 
correlation coefficient, which ranges from − 1 to + 1, determines the relationship’s strength and direction. A 
correlation coefficient of − 1 shows an entirely negative correlation, which means that if one variable grows, 
so does not the other. A correlation coefficient of + 1 shows a complete positive correlation, which means that 
when one variable grows, so does the other. In correlation analysis, ANNs are frequently employed to find cor-
relations between variables. One method for doing correlation analysis using ANNs has a single output node 
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and several input nodes. The output node represents the variable of interest, while the input nodes represent the 
other variables being studied.

The ANN is trained on a series of input–output pairs, where the input values are the values of the other vari-
ables being evaluated and the output value is the value of the desired variable. Based on the input variables, the 
ANN learns to predict the output variable, and the weights may be used to detect the strength and direction of 
the correlations between parameters. Pearson’s correlation matrix is used in this study to conduct a correlation 
analysis between the predictive parameters of the network and the dependent  parameters45. In other words, 
Correlation analysis employing Pearson correlation on a developed BRNN is used in this study to examine the 
connection between the BRNN model’s forecasts and the actual target values. The Pearson correlation coefficient, 
designated by the letter ‘ PC ’, measures the degree and direction of a linear link between two variables. A Pearson 
correlation matrix is a table that displays the correlation coefficients between distinct variables in a  dataset44. The 
coefficients quantify the magnitude and direction of the linear relationship between two variables. The correlation 
coefficient between each pair of variables is then calculated using the following formula (4)46. This analysis is 
performed in the framework of a BRNN to analyze how well the model’s predictions agree with the real outcomes 
on a dataset different from that utilized for training, such as a validation or test set.
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where ‘ PC ’ is the correlation coefficient, x, and y are the values of the two variables, 
∑

x and 
∑

y are the means 
of the two variables. The interpretation of Pearson’s correlation coefficients is discussed in the results section.

Results and discussion
Data analysis/visualization
Data visualization is essential for displaying complicated data in visually appealing and comprehensible graphs. 
These visualizations reveal data insights that are difficult to obtain from raw data or written descriptions. Fig-
ure 4 represents an effective data visualization graph conveying information while portraying the underlying 
data quickly and effectively. Figure 4 shows that the X axis indicates data samples and the Y axis indicates the 
parameters of width (mm), length (mm), NWT (mm), and FI value with measurement units for the four sec-
tions of the dry gas pipeline system. Notably, the FI value is assigned in this study for the five separate categories 
recorded according to the POF, with matching allocated values: Corrosion (1), Cluster Corrosion (2), Cluster 
Manufacturing (3), Manufacturing (4), and mechanical (5). The generated data graphical representation plots 
successfully captured the distribution and trends of these discovered attributes. Figure 4 depicts each feature type, 
and their given values create a clear distinction, assisting in the visual examination. Also, the graphs depict the 
frequency and geographical distribution of five different types of FI throughout the dry gas pipeline.

Figure 5 shows the data visualization plots with the X axis representing data samples and the Y axis repre-
senting the input parameters of depth (mm), WT (mm), corrosion location (CL) value, and pressure (bar) with 
units of measurement for the four sections of the dry gas pipeline system. Notably, in this study, the CL is divided 
into two categories: internal and external, with values 1 and 2 assigned to each. These two distinct classifications 
provide useful insights into corrosion trends via data visualization graphs, as shown in Fig. 5. The internal Cor-
rosion graph with a value of 1 revealed distinct patterns and variations. The graph corresponding to exterior 
corrosion, indicated with the given value of 2, on the other hand, displayed distinct tendencies, allowing for a 
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Figure 4.  Inputs data visualization.
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comparison of the two forms of corrosion. According to the acquired datasets, 5406, 4452, 1266, and 234 data 
sample values were recorded for these 8 input parameters for sections 1, 2, 3 and 4, respectively.

Similarly, the output parameters ERF and DC value are graphically represented using 5406, 4452, 1266, and 
234 data sample values, with data points on the x-axis and output parameters on the y-axis. The metal loss DC 
data, which included seven types of abnormalities, is efficiently represented using a visualization with match-
ing assigned values (1–7) in alphabetical order for all four sections of the dry gas pipeline. Each DC type has a 
unique numerical value, clearly depicting their relative importance. The visualization plot offers a distribution of 
these abnormalities, showing details regarding the frequency and extent of each category. The data visualization 
graphs for the two output variables evaluated in this study are shown in Fig. 6.

BRNN modeling
Error histograms depict the frequency of errors in values predicted by an ANN. These graphs aid in understand-
ing how effectively the network performs and how faults are spread throughout the various classes or targets. 
An error histogram’s x-axis normally shows the error range, while the y-axis reflects the frequency of mistakes 
within that range. If the histogram is broadly normal or uniform, it may imply that the mistakes are randomly 
dispersed and that the network could perform well overall. If the histogram, in contrast, side is distorted or has 
lengthy tails, it may suggest that the ANN is generating systematic errors. Figure 7 illustrates the error histograms 
recorded for the four training datasets of four sections.

Figures 8 and 9 illustrate the performance plots of four sections for the provided training, testing, and vali-
dation datasets, which are graphical representations of the performance of a developed BRNN. These serve to 
visualize the model’s quality and progress as it is taught and assist in identifying potential patterns and issues 
during the training, testing, and validation process. Mean squared Error (MSE) is used in this study to quantify 
the change in the loss function of the ANN over time while it is being trained. The loss function measures how 
accurate the network is in making predictions. An increasing loss function shows that the ANN is overfitting or 
underfitting the data, whereas a decreasing loss function indicates that the network is improving. Accuracy is a 
measure of how well the ANN is making accurate predictions. The Coefficient of Determination  (R2) and MSE 

Figure 5.  Inputs data visualization.
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Figure 6.  Outputs data visualization.

Figure 7.  Error Histograms with 20 bins.
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values are used to identify how well the trained model is performed with the given datasets. From Fig. 8, the 
proposed BRNN predicted very well for a given dataset. The performance is checked using MSE, a loss function, 
and an  R2. The MSE and  R2 values are determined using Eqs. (5) and (6). The  R2 and MSE values recorded during 
the training of BRNN are shown in Table 3.

where n is the number of data samples, y is the actual,  ymean is an average value and y1 is predicted output.
The developed BR-based ANN model performed well in terms of dry gas pipeline life prediction. A robust 

prediction performance often depends on insightful graphs to give an understanding of the model’s behaviour. 
Generating predicted performance plots for a given dataset during training is essential to evaluate the model’s 
performance. Typically, validating a proposed BRNN model entails analyzing its capacity to generalize effectively 
to unknown data, which is critical for its real-world application. To capture the connections between the outputs 
in a model with two outputs, each output in this study, i.e., ERF and DC, are evaluated separately. The three-phase 
prediction performance plots, comparing anticipated outcomes to actual values, offer an easily understood visual 
representation of the predictive model’s precision, as seen in Figs. 8 and 9. The predicted performance graphs 
from Fig. 8 show the expected values generated by the BR-based ANN compared to the actual values from the 
dataset. This provides a visual comparison of the model’s performance. It can be seen clearly from Fig. 8 that 
ERF predicted values (dotted line) closely match the ERF actual values (continuous line), leading to a plot with 
a high-level connection between the two.
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Figure 8.  ERF prediction performance plots.
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The developed BR-based ANN model performed well in dimension categorization prediction as well. Figure 9 
illustrates the predicted performance graphs generated by the BR-based ANN comparing the expected DC values 
to the actual DC values from the dataset. Figure 9 shows the model’s performance graphically well, as it can be 
seen that DC anticipated/predicted values (dotted line) closely matched with DC actual values (continuous line), 
resulting in a greater prediction performance by the proposed BRNN model. As per the results, the developed 
BRANN estimated life conditions and detected the DC metal loss type, which may assist pipeline engineers in 
determining the real situation and taking steps to enhance pipeline system reliability and safety. Therefore, a 
thorough examination of reliable statistical measures and informative graphs employed to construct a successful 
BRNN model with 10 inputs and two outputs provided an accurate understanding of the model’s capabilities, 
assuring its dependability and efficiency.

Correlation analysis
Figure 10 shows the correlation matrix resulting in a square table with the same number of rows and columns as 
the data set’s variables. The matrix diagonal depicts the correlation between each variable and itself, always equal 
to 1. Off-diagonal factors depict the relationship between each pair of variables. If the correlation is positive, the 

Figure 9.  DC prediction performance plots.

Table 3.  R2 and MSE values for all sections of the dry gas pipeline system.

Section R2 MSE

Section 1 0.99449 0.000963

Section 2 0.99869 0.000964

Section 3 0.99811 0.000936

Section 4 0.99401 0.000955
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two parameters tend to rise or fall together; if the correlation is negative, the two parameters tend to move in 
opposing ways. Table 4 illustrates the interpretation of correlation coefficients ranging from ± 0.10 to ± 1.00. This 
correlation matrix is used for probabilistic reasoning about variable correlations or to estimate the parameters 
of proposed models with considered factors in this study.

During the correlation study, pressure, wall thickness, and wall thinning are important factors, highly cor-
related to pipeline deterioration among the eight variables investigated. The Pearson correlation coefficient, 
which is a statistical indicator of the connections between the two factors, is utilized to assess the intensity and 
direction of relationships between these parameters. This research discovered a substantial positive association 
between pressure and structural health failure, indicating that greater pressure rates were linked with a higher 
risk of dry gas pipeline collapse. Similarly, a negative association between NWT and pipeline failure is discov-
ered, showing that walls with less NWT are correlated with a larger chance of structural difficulties. In other 
words, NWT was shown to be inversely related to pipeline failure, indicating that greater wall thickness leads 
to improved pipeline integrity. Furthermore, the correlation analysis revealed a significant negative connection 
with WT, implying that increasing thinning was associated with a higher probability of pipeline collapse. These 

Figure 10.  Correlation matrix for four sections.

Table 4.  Pearson’s correlation coefficients interpretation.

Coefficient Interpretation

 ± 0.90– ± 1.00 Very strong

 ± 0.70– ± 0.89 Strong

 ± 0.40– ± 0.69 Moderate

 ± 0.10– ± 0.39 Weak

0.00– ± 0.09 Negligible
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discoveries provide light on the correlations between pressure, wall thickness, and wall thinning, laying out the 
selection basis for the missing input approach.

Sensitivity analysis
Sensitivity analysis is essential in determining the corresponding effects of various characteristics on the out-
comes, as well as identifying critical factors that have an important impact on the forecasts. Weight-based 
sensitivity analysis is a popular technique that entails assessing the effect of each weight in ANN. By finding and 
examining these significant weights, more about which factors have a greater impact on pipeline lifespan predic-
tions can be learned. Using sensitivity coefficients allows one to statistically measure how sensitive the model is 
to alterations in every input characteristic. A larger sensitivity coefficient implies that specific parameters have 
a stronger effect on the result of the model. This quantitative examination of the influence of various variables 
improves the framework’s interpretability while providing valuable insights for building focused preventative 
strategies. Recognizing which input characteristics have a highly significant impact on pipeline life estimate 
enables improved budget decision-making processes. Table 5 illustrates the sensitivity coefficients, which provide 
information about the influence of changes in the input variables on the proposed model’s output.

In instances when the input variables have been missing, sensitivity analysis utilizing input variable fluctua-
tion is useful. This strategy entails methodically altering input variables and tracking the resulting alterations in 
model forecasts. Evaluating the model’s potential for disruptions offers beneficial details regarding the robustness 
of the lifetime estimation to changes in the input variables. In this study, the sensitivity coefficients determined 
by a sensitivity analysis on a BRANN model intended for dry gas pipeline life forecasting indicated that pressure, 
WT, and NWT have consistently greater values when compared with other variables throughout all four sections 
of the pipeline system, as presented in Table 5. This implies that variations in each feature have a greater impact 
on the estimated pipeline life. Therefore, missing input solutions have been implemented, focusing on these 
three factors to improve the overall dependability. Figure 11 depicts the distribution of sensitivity coefficients, 
highlighting the relative relevance of various input factors influencing pipeline life. The portion of every coef-
ficient clearly visually represents variable relevance graphically.

In other words, these three variables were chosen based on their high sensitivity coefficients, showing that 
they significantly influence the precision of the ANN model for predicting pipeline life. In the lack of complete 
data, concentrating on these crucial factors reduces uncertainty in making predictions. When input data is una-
vailable, the sensitivity-driven attention to pressure, WT, and NWT helps decision-makers allocate resources for 
appropriate surveillance and inspection activities. Employing specific repair and administration alternatives to 
handle the increased sensitivity of these inputs results in a more durable approach to pipeline integrity.

Sub neural networks development: handling missing inputs
This section creates and tests a novel prediction model for missing input parameters. The current study takes 
three missing input scenarios, which are discussed in the subsections Case 1, Case 2, and Case 3. The data is 
evaluated and pre-processed, and the missing inputs are defined in these scenarios. Three prediction models are 
developed using single-layered BRNN sub-neural networks to address the missing inputs in the three scenarios. 
The primary BRNN is trained and evaluated after the missing input parameters are anticipated to forecast the 
pipeline life condition (ERF) and detect each case’s metal loss type (DC). All three cases with chosen missing 
input parameters are discussed below.

Case 1: One input—pressure (P) missing
In the first scenario, one parameter, i.e., pressure, was chosen since it has a strong relationship with the contribu-
tion to the deterioration of the dry gas pipeline system. The pressure for the four dry gas pipelines is predicted 
using a BR-based sub-neural network (BRNN). The datasets utilized in this instance include 5406 samples from 
section 1, 4452 samples from section 2, 1266 samples from section 3, 234 samples from section 4. Figure 12 
depicts a single-layered BRNN used to forecast pressure based on input data. The first layer in the architecture 
represents the input layer, which consists of 7 nodes that correspond to the 7 input parameters L, W, D, NMT, 
WT, CL value, and FI value. The single hidden layer nodes comprise 10 nodes, and the prediction model employs 
‘tansig’ and ‘purelin’ activation functions, as shown in Fig. 12. The third layer represents the variable pressure 
that is missing.

Table 5.  Sensitivity coefficients for four sections of pipeline system.

Factor Section 1 Section 2 Section 3 Section 4

FI Value 1.6216 1.5117 14.0737 19.1700

NWT 33.3238 28.0769 5.0045 21.2032

Length 3.5969 1.6771 9.8155 6.7498

Width 3.9539 1.4138 6.5307 8.0369

Depth 6.8104 10.3434 3.8856 1.0775

WT 16.6519 27.2030 4.0040 19.4635

CL Value 0.6612 1.6917 2.3690 3.0913

Pressure 33.3804 28.0823 54.3170 21.2078
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Figure 13 depicts the training and testing performance plots for all four dry gas pipeline system sections for 
the missing pressure scenario produced by the developed sub-neural network for the provided data samples. The 
performance of the sub-neural network is evaluated using  R2 and MSE. The models acquired overall  R2 values 
of 0.99995, 0.99997, 0.97513, and 0.9880 and MSE values of 0.00083, 0.00236, 0.000626, and 0.00963 for sec-
tions 1, 2, 3 and 4 respectively. The summary of all these values is given in Table 6. The primary BRNN is given a 
dataset that is replaced with the predicted missing input variable P, and it is trained and tested to predict outputs 
such as ERF and DC. Figure 14 illustrates the training and testing findings for case 1 by the principal BRNN for 
given data. The models obtained overall  R2 values of 0.996, 0.9987, 0.99363, 0.96867 and MSE values of 0.00659, 
0.00456, 0.00756 and 0.0387 for sections 1, 2, 3 and 4, respectively.

Case 2: Two inputs—pressure (P) and wall thinning (WT) missing
The two input parameters, i.e. P and WT, were chosen in the second scenario because they significantly correlate 
with the other factors’ contribution to the degradation of the dry gas pipeline system. In this case, a BR-based 
sub-neural network (BRNN) is used to estimate the pressure and WT for the four dry gas pipelines. The dataset 
sizes used in this case are identical to those used in the previous scenario (case 1), namely 5406, 4452, 1266, 
and 234 samples from sections 1, 2, 3 and 4, respectively, but with two missing outputs (P and WT) this time. 
Figure 15 shows a single-layered BRNN forecasting P and WT based on a given dataset. The first layer in the 
design represents the input layer, which comprises six nodes corresponding to the six input parameters L, W, 
D, NMT, CL value, and FI value. The hidden layer nodes comprise 10 nodes, and the prediction model employs 
’tansig’ and ’purelin’ activation functions, as shown in Fig. 15. The third layer represents the variables P and WT 
that are missing.
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Figure 11.  Relative contribution factors on pipeline life span.
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Figure 16 demonstrates the training and testing performance of the built sub-neural network for the missing 
P and WT situation using the given data samples.  R2 and MSE are used to assess the performance of a sub-neural 
network. The models achieved overall  R2 values of 0.99999, 0.99997, 0.99987, and 0.99795 and MSE values of 
0.000389, 0.000408, 0.000262, and 0.007366 for sections 1, 2, 3 and 4 respectively. The summary of all these 
values for the four sections is given in Table 6. The primary BRNN is trained and evaluated to predict outputs 
such as ERF and DC using a dataset substituted with the estimated missing input variables P and WT. Figure 17 
depicts the primary BRNN’s training and testing results with the provided datasets. The BRNN performed well 
based on the  R2 values of 0.97499, 0.97317, 0.97372 & 0.97985 and MSE values of 0.02687, 0.04897, 0.0687 and 
0.08657 for sections 1, 2, 3 and 4 respectively.

Case 3: Three inputs—pressure (P), wall thining (WT), and nominal wall thickness (NWT) missing
In the third scenario, the three inputs i.e. P, WT, and NWT were chosen because they are the top variables that 
have a substantial correlation with the contribution of the other factors to the degradation of the dry gas pipeline 
system. In this case, too, a BR-based sub-neural network (BRNN) is utilized to estimate the P, WT, and NMT for 
the four dry gas pipelines. The dataset sizes utilized in this scenario are the same as those used in the previous 
two situations (case 1 and case 2) but with a different number of inputs and outputs (3 missing outputs P, WT, 
and NMT). A single-layered BRNN predicting P, WT, and NMT for a given dataset is shown in Fig. 18. The input 
layer is made up of five nodes, which correspond to the five input parameters L, W, D, CL value, and FI value. 
Whereas the hidden layer and output layer are made up of ten nodes and 3 nodes.

Figure 19 shows the training and testing performance graphically for the created sub-neural network on the 
supplied dataset for the missing P, WT, and NMT. The models performed well as they achieved overall  R2 values 
of 0.9997, 99,714, 0.9998, and 0.99972 and MSE values of 0.000642, 0.0005987, 0.000692, and 0.00714 for sec-
tions 1, 2, 3, and 4 respectively as given in Table 6. Using a dataset that has been substituted with the predicted 
missing input variables P, WT, and NWT, the main BRNN has been trained and assessed to predict outputs such 
as ERF and DC for the four sections of the dry gas pipeline system. Figure 20 displays the training and testing 
outcomes of the principal BRNN using the given datasets for the four dry gas pipelines. Based on the overall  R2 
values of 0.9937, 0.98593, 0.98695 & 0.98182, and the MSE values of 0.00468, 0.02654, 0.06587 & 0.06245, for 
sections 1, 2, 3, and 4 respectively, the BRNN performed well.
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Figure 13.  Training and testing performance plots for the missing pressure (P).
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The results obtained from the above scenarios indicate that the created framework would be beneficial in 
predicting life situations and DC metal loss types of pipelines even when data is missing. Thus, by evaluating 
historical data and determining the correlation between the parameters, this method could be used to forecast 
and monitor pipeline system behaviour, resulting in better reliability and safety. In other words, the probabilistic 
outputs offered by the proposed BR-based ANN in predicting the life of a dry gas pipeline and DC, which has 
critical uncertainties in the study, provided a more precise and accurate depiction of prediction uncertainty.

In the future, there may be difficulties in gathering and recording relevant data and the challenges suggested by 
the working environment of oil and gas pipelines, which are likely to be common problems in pipeline manage-
ment and integrity evaluation. Several aspects, such as having historical data reports obtained using sensors for 
monitoring systems with built-in error-checking methods and utilizing powerful machine learning algorithms to 
discover abnormalities and outliers in data, are advised to address these concerns. However, because the missing 
input strategy is used in this study, the suggested BRNN framework can still adapt to changes in the operating 
environment and accommodate data uncertainties in real-time applications.

Multi‑model comparative analysis
Additionally, a comparative analysis has been conducted in this study. Employing a multi-model comparative 
analysis, which incorporates several ML-based algorithms such as RA, SVR, DT, and GPR, gives a complete 
strategy for evaluating the performance of various algorithms in predicting pipeline life. This comparison study 
provides a full assessment of multiple models’ strengths and limitations based on statistical metrics, making it 
easier to choose the best technique for better reliable pipeline life prediction. While evaluating the abilities of 
different frameworks, it is critical to consider several measures, such as accuracy and computing efficiency. Every 
approach may have unique properties that affect its appropriateness for pipeline life estimations. Analyzing error 
outcomes across different approaches helps comprehend their strengths and shortcomings. While a model may 
thrive in certain areas, it may suffer in others, like generalization to unknown data or resilience to missing data. 
During a thorough comparison in this investigation, the notable variations in outcomes between the prediction 
algorithms have been recorded, as illustrated in Fig. 21. The analysis of multiple ML-based techniques reveals 

Table 6.  MSE and  R2 values recorded for sub-neural networks and primary neural networks.

Missing input Section Network R2 MSE

P

Section 1
Sub neural network 0.99995 0.00083

Primary neural network 0.996 0.00659

Section 2
Sub neural network 0.99997 0.00236

Primary neural network 0.9987 0.00456

Section 3
Sub neural network 0.97513 0.000626

Primary neural network 0.99363 0.00756

Section 4
Sub neural network 0.9880 0.00963

Primary neural network 0.96867 0.0387

P and WT

Section 1
Sub neural network 0.99999 0.000389

Primary neural network 0.97499 0.02687

Section 2
Sub neural network 0.99997 0.000408

Primary neural network 0.97317 0.04897

Section 3
Sub neural network 0.99987 0.000262

Primary neural network 0.97372 0.0687

Section 4
Sub neural network 0.99795 0.007366

Primary neural network 0.97985 0.08657

P, WT and NWT

Section 1
Sub neural network 0.9997 0.000642

Primary neural network 0.9937 0.00468

Section 2
Sub neural network 0.99714 0.0005987

Primary neural network 0.98593 0.02654

Section 3
Sub neural network 0.9998 0.000692

Primary neural network 0.98695 0.06587

Section 4
Sub neural network 0.99972 0.00714

Primary neural network 0.98182 0.06245
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Figure 14.  Training and testing performance plots of primary BRNN for case 1.
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that BRANN constantly outperforms other approaches, demonstrating noteworthy accuracy in predicting the 
target value. BRANN is the best-performing algorithm in this analysis, with continuously lower MSE and higher 
 R2 values throughout all sections. This outstanding outcome demonstrates BRANN’s resilience and reliability 
in collecting complicated patterns in data and making correct predictions. Given its higher efficiency compared 
with alternative algorithms like RA, SVR, DT, and GPR, BRANN is the best option because of its capacity to 
reliably provide highly precise forecasts in real-world situations where accuracy and dependability are critical.

According to the multi-model evaluation shown in Fig. 21, RA and GPR performed well, with low MSE and 
high  R2 values. SVR also performs well but significantly less than both RA and GPR. DT has a greater MSE and 
a lower  R2, implying lower efficiency. However, BRANN stands out as a top performer, consistently generating 
precise predictions. The adoption of the BRANN approach seems justified due to its higher performance in 
correctly estimating pipeline life by obtaining smaller prediction errors based on MSE and  R2 values. The 
BRANN’s capacity to understand complicated relationships among data, adapt to varied input conditions, and 
provide accurate predictions makes it ideal for pipeline life prediction. Moreover, the BRANN model’s capacity to 
efficiently manage missing data highlights its dependability and applicability for practical applications in the oil 
and gas industries. This study could establish an excellent foundation for its approach and give valuable insights 
into pipeline reliability monitoring by offering an apparent justification for selecting the BRANN framework, 
among other options.

Conclusions
This study presents a novel strategy for estimating the life of a dry gas pipeline system while simultaneously 
detecting the metal loss dimension class detection. The major purpose of this study is to address the problem 
of predicting the life conditions of dry gas pipelines when missing input variables are present in a dataset 
for better pipeline system reliability. This study successfully addressed this challenge by introducing a unique 
BRNN model that manages missing inputs. A few missing input variables were considered for the missing 
input strategy. A sub-neural network was created for each case to anticipate the missing variables for all four 
sections of the dry gas pipeline system; the estimated values were then given to the principal BRNNs to estimate 
the life status of four dry gas pipelines. One of the research’s notable findings is the proposed BRNN model’s 
capacity to recognize and detect multiple types of dimension class metal loss inside the pipeline system. In 
contrast with preexisting models, the proposed BRNN framework proved the capacity to detect the DC metal 
loss and handle the issue of missing inputs in the dry gas pipeline system. This aspect improves the model’s 
practicality and applicability in real-world situations where corrosion detection and life prediction are critical for 
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Figure 16.  Training and testing performance plots for missing Pressure (P) and Wall Thining (WT).
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Figure 17.  Training and testing performance plots of primary BRNN for case 2.
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determining pipeline integrity. The findings obtained for all four pipeline system sections demonstrated the good 
performance of the suggested models. The numerical results, i.e.  R2 and MSE values, were close to 1 and 0 for all 
four sections of the dry gas pipeline system, demonstrating that the developed models predicted the life condition 
and dimension class metal loss detection very well. The model’s dependability and generalizability were further 
validated, confirming its usefulness with unseen datasets. This strategic approach of BRANN demonstrates the 
importance and effectiveness of BR in situations when more than standard methods may be required. In other 
words, the developed BRANN framework advances a regular BRNN implementation by addressing the dual-
objective prediction problem, highlighting the significance and usefulness of BR in instances where standard 
approaches may be insufficient. Furthermore, this study expands above typical analytic approaches by including 
multi-model comparison and sensitivity analysis, which justified our developed BRANN’s forecast accuracy 
and gave a deeper understanding of the input factors’ significance on pipeline life. This developed framework is 
most advantageous for avoiding inspection expenses even when missing data. This developed novel approach 
would benefit oil and gas companies more in terms of pipeline maintenance, leak detection, and improved safety, 
reliability, and security. In other words, the developed BRNN framework’s ability to handle missing inputs and 
accurately anticipate life conditions and DC metal loss makes it a useful approach for pipeline maintenance and 
risk assessment. This work enhances awareness and approaches for dealing with missing data in complex systems 
such as pipeline infrastructure.
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Figure 19.  Training and testing performance plots for missing Pressure (P) Wall Thinning (WT), and Nominal 
Wall Thickness (NWT).
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Figure 20.  Training and testing performance plots of primary BRNN for case 3.
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Data availability
The datasets used and/or analysed during the current study are available from the corresponding author upon 
reasonable request.

Received: 15 August 2023; Accepted: 19 February 2024

References
 1. Song, F. A model developed to predict the internal corrosion rates of wet and dry gas pipelines. In Corrosion 2011 (OnePetro, 2011).
 2. Shaik, N. B. et al. Recurrent neural network-based model for estimating the life condition of a dry gas pipeline. Process Saf. Environ. 

Prot. 164, 639–650. https:// doi. org/ 10. 1016/j. psep. 2022. 06. 047 (2022).
 3. Yang, D., Hou, N., Lu, J. & Ji, D. Novel leakage detection by ensemble 1DCNN-VAPSO-SVM in oil and gas pipeline systems. Appl. 

Soft Comput. 115, 108212 (2022).
 4. Gossen, L. & Velichkina, L. Environmental problems of the oil-and-gas industry. Pet. Chem. 46, 67–72 (2006).
 5. Alamri, A. H. Localized corrosion and mitigation approach of steel materials used in oil and gas pipelines–An overview. Eng. Fail. 

Anal. 116, 104735 (2020).
 6. Li, X., Jia, R., Zhang, R., Yang, S. & Chen, G. A KPCA-BRANN based data-driven approach to model corrosion degradation of 

subsea oil pipelines. Reliab. Eng. Syst. Saf. 219, 108231 (2022).
 7. Reed, M. et al. Numerical model for estimation of pipeline oil spill volumes. Environ. Model. Softw. 21(2), 178–189 (2006).
 8. Van Hinte, T., Gunton, T. I. & Day, J. Evaluation of the assessment process for major projects: A case study of oil and gas pipelines 

in Canada. Impact Assess. Proj. Apprais. 25(2), 123–137 (2007).
 9. Dancy, J. R. & Dancy, V. A. Terrorism and oil & gas pipeline infrastructure: Vulnerability and potential liability for cybersecurity 

attacks. ONE J 2, 579 (2016).
 10. Zakikhani, K., Nasiri, F. & Zayed, T. A review of failure prediction models for oil and gas pipelines. J. Pipeline Syst. Eng. Pract. 

11(1), 03119001 (2020).
 11. Hu, X., Barker, R., Neville, A. & Gnanavelu, A. Case study on erosion–corrosion degradation of pipework located on an offshore 

oil and gas facility. Wear 271(9–10), 1295–1301 (2011).
 12. Velázquez, J. et al. Failure pressure estimation for an aged and corroded oil and gas pipeline: A finite element study. J. Nat. Gas Sci. 

Eng. 101, 104532 (2022).
 13. Parvizsedghy, L., Senouci, A., Zayed, T., Mirahadi, S. F. & El-Abbasy, M. S. Condition-based maintenance decision support system 

for oil and gas pipelines. Struct. Infrastruct. Eng. 11(10), 1323–1337 (2015).
 14. Urlainis, A., Shohet, I. M. & Levy, R. Probabilistic risk assessment of oil and gas infrastructures for seismic extreme events. Procedia 

Eng. 123, 590–598 (2015).
 15. Helle, I., Mäkinen, J., Nevalainen, M., Afenyo, M. & Vanhatalo, J. Impacts of oil spills on Arctic marine ecosystems: A quantitative 

and probabilistic risk assessment perspective. Environ. Sci. Technol. 54(4), 2112–2121 (2020).
 16. Shaik, N. B., Pedapati, S. R., Othman, A., Bingi, K. & Abd Dzubir, F. A. An intelligent model to predict the life condition of crude 

oil pipelines using artificial neural networks. Neural Comput. Appl. https:// doi. org/ 10. 1007/ s00521- 021- 06116-1 (2021).
 17. Shaik, N. B., Pedapati, S. R., Taqvi, S. A. A., Othman, A. & Dzubir, F. A. A. A feed-forward back propagation neural network 

approach to predict the life condition of crude oil pipeline. Processes 8(6), 661 (2020).
 18. Senouci, A., Elabbasy, M., Elwakil, E., Abdrabou, B. & Zayed, T. A model for predicting failure of oil pipelines. Struct. Infrastruct. 

Eng. 10(3), 375–387 (2014).
 19. Senouci, A., El-Abbasy, M. S. & Zayed, T. Fuzzy-based model for predicting failure of oil pipelines. J. Infrastruct. Syst. 20(4), 

04014018 (2014).
 20. Shaik, N. B., Pedapati, S. R., Othman, A. R. & Dzubir, F. A. A case study to predict structural health of a gasoline pipeline using 

ANN and GPR approaches. In ICPER 2020 611–624 (Springer, 2023).
 21. Shahriar, A., Sadiq, R. & Tesfamariam, S. Risk analysis for oil & gas pipelines: A sustainability assessment approach using fuzzy 

based bow-tie analysis. J. Loss Prev. Process Ind. 25(3), 505–523 (2012).
 22. Seghier, M. E. A. B. et al. Prediction of maximum pitting corrosion depth in oil and gas pipelines. Eng. Fail. Anal. 112, 104505 (2020).

MSE R2 MSE R2 MSE R2 MSE R2
Section 1 Section 2 Section 3 Section 4

RA 0.0014 0.9901 0.0010 0.9900 0.0019 0.9800 0.0011 0.9900
SVR 0.0045 0.9800 0.0095 0.9800 0.0052 0.9800 0.0038 0.9800
DT 0.0159 0.9436 0.0036 0.9900 0.0194 0.9300 0.0054 0.9600
GPR 0.0015 0.9913 0.0098 0.9963 0.0026 0.9900 0.0010 0.9900
BRANN 0.0010 0.9945 0.0010 0.9987 0.0009 0.9981 0.0010 0.9940

0.0000

0.2000

0.4000

0.6000

0.8000

1.0000

1.2000

RA SVR DT GPR BRANN

Figure 21.  Numerical performance comparison of multiple ML-based techniques in predicting the target value.

https://doi.org/10.1016/j.psep.2022.06.047
https://doi.org/10.1007/s00521-021-06116-1


29

Vol.:(0123456789)

Scientific Reports |         (2024) 14:4511  | https://doi.org/10.1038/s41598-024-54964-3

www.nature.com/scientificreports/

 23. Seghier, M. E. A. B., Keshtegar, B., Taleb-Berrouane, M., Abbassi, R. & Trung, N.-T. Advanced intelligence frameworks for predict-
ing maximum pitting corrosion depth in oil and gas pipelines. Process Saf. Environ. Prot. 147, 818–833 (2021).

 24. Salemi, M. & Wang, H. Fatigue life prediction of pipeline with equivalent initial flaw size using Bayesian inference method. J. 
Infrastruct. Preserv. Resil. 1(1), 1–15 (2020).

 25. Hou, X., Wang, Y., Zhang, P. & Qin, G. Non-probabilistic time-varying reliability-based analysis of corroded pipelines considering 
the interaction of multiple uncertainty variables. Energies 12(10), 1965 (2019).

 26. Mahmoud, R. M. A. & Dodds, P. E. A technical evaluation to analyse of potential repurposing of submarine pipelines for hydrogen 
and CCS using survival analysis. Ocean Eng. 266, 112893 (2022).

 27. Hall, P. & Strutt, J. Probabilistic physics-of-failure models for component reliabilities using Monte Carlo simulation and Weibull 
analysis: A parametric study. Reliab. Eng. Syst. Saf. 80(3), 233–242 (2003).

 28. El-Abbasy, M. S., Senouci, A., Zayed, T., Mirahadi, F. & Parvizsedghy, L. Condition prediction models for oil and gas pipelines 
using regression analysis. J. Constr. Eng. Manag. 140(6), 04014013 (2014).

 29. Shaik, N. B., Pedapati, S. R., Taqvi, S. A., Ahsan, S. & Abd Dzubir, F. A. Classification of faults in oil and gas pipelines using support 
vector machines. Pertanika J. Sci. Technol. 28, 173–184 (2020).

 30. Dey, P. K. Project risk management using multiple criteria decision-making technique and decision tree analysis: A case study of 
Indian oil refinery. Prod. Plan. Control 23(12), 903–921 (2012).

 31. Ning, F., Cheng, Z., Meng, D. & Wei, J. A framework combining acoustic features extraction method and random forest algorithm 
for gas pipeline leak detection and classification. Appl. Acoust. 182, 108255 (2021).

 32. Solís-Pérez, J., Hernández, J., Parrales, A., Gómez-Aguilar, J. & Huicochea, A. Artificial neural networks with conformable transfer 
function for improving the performance in thermal and environmental processes. Neural Netw. 152, 44–56 (2022).

 33. Chen, Z. et al. Residual strength prediction of corroded pipelines using multilayer perceptron and modified feedforward neural 
network. Reliab. Eng. Syst. Saf. 231, 108980 (2023).

 34. Islam, M. M. & Murase, K. A new algorithm to design compact two-hidden-layer artificial neural networks. Neural Netw. 14(9), 
1265–1278 (2001).

 35. Hippert, H. S. & Taylor, J. W. An evaluation of Bayesian techniques for controlling model complexity and selecting inputs in a 
neural network for short-term load forecasting. Neural Netw. 23(3), 386–395 (2010).

 36. Moradi, R., Cofre-Martel, S., Droguett, E. L., Modarres, M. & Groth, K. M. Integration of deep learning and Bayesian networks 
for condition and operation risk monitoring of complex engineering systems. Reliab. Eng. Syst. Saf. 222, 108433 (2022).

 37. Lampinen, J. & Vehtari, A. Bayesian approach for neural networks—review and case studies. Neural Netw. 14(3), 257–274 (2001).
 38. Shaik, N. B., Pedapati, S. R. & Abd Dzubir, F. A. Remaining useful life prediction of crude oil pipeline by means of deterioration 

curves. Process Saf. Prog. 200, e12112. https:// doi. org/ 10. 1002/ prs. 12112 (2019).
 39. Cosham, A. & Hopkins, P. The assessment of corrosion in pipelines–Guidance in the pipeline defect assessment manual (PDAM). 

In Pipeline Pigging and Integrity Management Conference, Amsterdam, The Netherlands 17–18 (2004).
 40. Park, J.-G. & Jo, S. Approximate Bayesian MLP regularization for regression in the presence of noise. Neural Netw. 83, 75–85 (2016).
 41. Zhu, R., Chen, Y., Peng, W. & Ye, Z.-S. Bayesian deep-learning for RUL prediction: An active learning perspective. Reliab. Eng. 

Syst. Saf. 228, 108758 (2022).
 42. Davila-Frias, A., Yodo, N., Le, T. & Yadav, O. P. A deep neural network and Bayesian method based framework for all-terminal 

network reliability estimation considering degradation. Reliab. Eng. Syst. Saf. 229, 108881 (2023).
 43. Diaz, G. I., Fokoue-Nkoutche, A., Nannicini, G. & Samulowitz, H. An effective algorithm for hyperparameter optimization of 

neural networks. IBM J. Res. Dev. 61, 9–11 (2017).
 44. Yoo, Y. Hyperparameter optimization of deep neural network using univariate dynamic encoding algorithm for searches. Knowl. 

Based Syst. 178, 74–83 (2019).
 45. Qin, L., Yang, G. & Sun, Q. Maximum correlation Pearson correlation coefficient deconvolution and its application in fault diagnosis 

of rolling bearings. Measurement 205, 112162 (2022).
 46. Hahs-Vaughn, D. L. Foundational methods: descriptive statistics: bivariate and multivariate data (correlations, associations). In 

International Encyclopedia of Education 4th edn 734–750 (Elsevier, 2023).

Acknowledgements
This research work is supported by the Second Century Fund (C2F), Chulalongkorn University. We are also 
thankful for supporting the research from the Ratchadapisek Somphot Fund for Center of Excellence in Artificial 
Intelligence, Machine Learning, and Smart Grid Technology at Chulalongkorn University.

Author contributions
N.B.S. conducted the study, wrote the main manuscript, prepared figures, algorithm development, performed 
data analysis; correlation analysis and reviewed the manuscript. K.J. supported for the study conducted, helped in 
funding and reviewed the manuscript. W.B. reviewed the study and helped in conducting the study and analyses. 
K.B. helped in algorithm, correlation analysis and reviewing the draft.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to K.J.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

https://doi.org/10.1002/prs.12112
www.nature.com/reprints


30

Vol:.(1234567890)

Scientific Reports |         (2024) 14:4511  | https://doi.org/10.1038/s41598-024-54964-3

www.nature.com/scientificreports/

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2024

http://creativecommons.org/licenses/by/4.0/

	A novel neural network-based framework to estimate oil and gas pipelines life with missing input parameters
	Methodology
	Data acquisitionanalysis
	BR neural network learning
	Correlation analysis

	Results and discussion
	Data analysisvisualization
	BRNN modeling
	Correlation analysis
	Sensitivity analysis
	Sub neural networks development: handling missing inputs
	Case 1: One input—pressure (P) missing
	Case 2: Two inputs—pressure (P) and wall thinning (WT) missing
	Case 3: Three inputs—pressure (P), wall thining (WT), and nominal wall thickness (NWT) missing

	Multi-model comparative analysis

	Conclusions
	References
	Acknowledgements


