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Deep learning based CETSA feature 
prediction cross multiple cell lines 
with latent space representation
Shenghao Zhao 1,2, Xulei Yang 1*, Zeng Zeng 1, Peisheng Qian 1, Ziyuan Zhao 1, Lingyun Dai 3,4, 
Nayana Prabhu 3, Pär Nordlund 3,5 & Wai Leong Tam 6*

Mass spectrometry-coupled cellular thermal shift assay (MS-CETSA), a biophysical principle-
based technique that measures the thermal stability of proteins at the proteome level inside the 
cell, has contributed significantly to the understanding of drug mechanisms of action and the 
dissection of protein interaction dynamics in different cellular states. One of the barriers to the wide 
applications of MS-CETSA is that MS-CETSA experiments must be performed on the specific cell 
lines of interest, which is typically time-consuming and costly in terms of labeling reagents and mass 
spectrometry time. In this study, we aim to predict CETSA features in various cell lines by introducing 
a computational framework called CycleDNN based on deep neural network technology. For a given 
set of n cell lines, CycleDNN comprises n auto-encoders. Each auto-encoder includes an encoder to 
convert CETSA features from one cell line into latent features in a latent space Z . It also features a 
decoder that transforms the latent features back into CETSA features for another cell line. In such a 
way, the proposed CycleDNN creates a cyclic prediction of CETSA features across different cell lines. 
The prediction loss, cycle-consistency loss, and latent space regularization loss are used to guide the 
model training. Experimental results on a public CETSA dataset demonstrate the effectiveness of our 
proposed approach. Furthermore, we confirm the validity of the predicted MS-CETSA data from our 
proposed CycleDNN through validation in protein–protein interaction prediction.

In biology, cells are highly sophisticated and mutable intracellular spaces containing myriad interacting pro-
teins that continuously transmit signals to actuate diverse cellular and biochemical processes. However, direct 
monitoring of the interaction status of native proteins with other biomolecules within intact cells has remained 
a challenging task until the introduction of the cellular thermal shift assay (CETSA)1.

CETSA utilizes the biophysical principles of ligand-induced thermal stabilization to directly monitor the 
interaction status of the target protein with ligand within intact  cells2. In contrast to classical thermal shift assays 
(TSAs) used with purified proteins, CETSA can directly work with intact cells or lysates. In the classical CETSA 
assay, cell lysates or intact cells are heated to a range of temperatures, then cooled down and centrifuged to obtain 
the remaining soluble proteins in the supernatant for quantification. Protein quantification is originally carried 
out by Western blot in a targeted mode (commonly referred to as WB-CETSA), and later by using multiplexed 
mass spectrometry (MS), which is often referred to as MS-CETSA3. By determining the relative abundance of 
soluble proteins over a range of elevated temperatures, CETSA melting profiles provide insights into protein 
stability shifts induced by drug binding or other factors in the native cellular  environment4.

MS-CETSA is widely used in the understanding of drug mechanisms of action (MoAs)5–7, the dissection of 
protein interaction dynamics in different cellular  states3,8,9, the screening for potential  ligands10,11, and so on. 
It should be noted that MS-CETSA can also be used to monitor protein–protein interactions (PPIs). PPIs, the 
highly specific physical contact between two or more protein molecules, not only have a physical and biochemical 
basis, but are also influenced by the cellular  context12. We have reported the phenomenon of thermal proximity 
co-aggregation (TPCA), which is based on the observation that interacting proteins tend to co-aggregate upon 
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thermal denaturation, as evidenced by similar melting curves over the temperature  range13. However, the extent 
of relatively accurate correlations between CETSA features and PPIs has not been systematically investigated.

Despite its utility, there are still significant barriers to the large-scale application of MS-CETSA. A key chal-
lenge is the reliance on time-consuming and resource-intensive biological experiments to obtain protein melting 
curves of proteins for each cell line of interest. Generating complete MS-CETSA datasets across multiple cell lines 
is almost infeasible, given the current depth of mass spectrometry measurement. While some proteins are com-
mon across cell lines, others may only be present in specific contexts. To overcome this bottleneck, we develop 
a computational approach for predicting CETSA features across cell lines based on limited experimental data, 
as shown in Fig. 1. By extrapolating from one cell line to others, this predictive modeling aims to dramatically 
reduce the experimental burden and enable broader applications of MS-CETSA methodology.

In the field of machine learning, deep neural networks have driven revolutionary advances in various  areas14, 
especially in computer vision. An important topic in computer vision is image-to-image translation, where the 
style of one image is transferred to another. Two influential models are  pix2pix15 and  CycleGAN16, which can 
perform robust image translation across different domains while preserving key texture and content attributes. 
These models inspire the developing of similar techniques for transferring features across different domains. 
Given that our proposed approach is primarily inspired by image-to-image translation techniques, other related 
technologies for cross-modality translation, e.g., non-image to image  translation17, will not be discussed in this 
work.

Inspired by image translation techniques, we develop a novel deep learning framework called CycleDNN 
to predict CETSA features across cell lines. CycleDNN contains encoders {E1,E2, . . .En} and decoders 
{D1,D2 . . .Dn} corresponding to cell lines {C1,C2 . . .Cn} . Each encoder Ei translates the CETSA features of 
cell line Ci into a latent space Z , and each decoder Di translates Z back into the CETSA feature in cell line Ci 
(i ∈ {1, 2, . . . n}) . Any encoder and decoder can be paired to form an auto-encoder for predicting CETSA features 
from one cell line to another. Together they form the prediction from one cell line to another under the guidance 
of the prediction loss, the cycle-consistency loss, and the latent space regularization loss. Thus, our approach 
enables the reciprocal prediction of features across different cell lines. While our method is inspired by pix2pix 
and CycleGAN, it differs in that all our auto-encoders are constructed using deep neural networks (DNN) as 
opposed to generative adversarial networks (GAN)18. In addition, these auto-encoders have identical network 
architectures but operate with different parameters.

We have previously reported that MS-CETSA data could be used to predict PPI scores using the decision tree 
model, a classic machine learning  model19. In this study, we further explore the PPI prediction from CETSA data 
and treat it as an evaluation metric to verify the efficiency of the proposed CycleDNN for CETSA feature predic-
tion, i.e., whether the translated CETSA feature could also be adapted for PPI prediction. In our study, we use 
the predicted CETSA data by our proposed CycleDNN to predict the PPI scores and compare the performance 
with that of the experimental CETSA data taken from Tan et al.13. The PPI score prediction results further verify 
the effectiveness of our proposed method.

The preliminary results of this study have been reported  in20. Significant changes have been made compared 
to our previous work. Firstly, we work out a novel training and testing framework that is computationally efficient 
and flexible for CETSA feature prediction across multiple cell lines. Secondly, we perform extensive experiments 
on multiple cell lines to verify the effectiveness of the proposed framework. Lastly, we included PPI prediction 
in an evaluation task and performed additional experiments to further verify the feasibility of the proposed 
framework. The main contributions of our research work are summarized as follows:

• We introduce a computational structure that utilizes a unique deep neural network model, CycleDNN, to 
convert CETSA characteristics among various cell lines. With only the CETSA features of a specific protein 
in a single cell line, our approach can accurately predict the CETSA features in other cell lines.

• By introducing the Z-hidden space, we adopt n encoders and n decoders corresponding to n cell lines to 
achieve the prediction of CETSA features of multiple cell lines. This reduces the complexity of the model 
from exponential to linear compared to the individual one-to-one prediction models.

• We perform extensive experiments on the public CETSA feature dataset and verify the effectiveness of 
our method. We further perform experiments using PPI predictions with predicted CETSA features from 
CycleDNN and achieve similar performance compared to experimental CETSA features.

Figure 1.  The diagram of the prediction of CETSA features across cell lines.
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• We publish the source  codes21 of the implementation of the proposed method. Interested readers can use 
the source codes for their own biological feature predictions. We hope that this effort can motivate further 
exploration of deep neural networks for biological feature (e.g., CETSA) prediction.

Background
To the best of our knowledge, we are the first ones to study and realize CETSA data prediction across cell lines. 
In this section, we will focus on related work in the field of computer vision and auto-encoders, both largely 
inspire our work in this study. Moreover, PPI is also closely related to our study.

Image style transfer
Fueled by the progress in deep  learning22 and generative adversarial  networks18, significant strides have been 
made in the field of image style translation. A pioneering model in this domain is the neural algorithm introduced 
by Justin Johnson et al. in  201523, which leverages VGG-1924 and posits that deep convolutions can distill content 
information, while shallow convolutions can extract style information.

Pix2pix15 and  CycleGAN16 stand as prominent techniques for image-to-image translations, catering to paired 
and unpaired data respectively. Pix2pix refines the GAN architecture by integrating a conditional GAN model 
for a wide range of paired image translations. CycleGAN, conversely, is an advancement of the GAN architec-
ture that caters to unpaired data, involving the parallel training of dual generator and discriminator models to 
create a cyclic route. Within this context of mutual translation of paired attributes, we borrow the concept of 
“Consistency” from CycleGAN. This concept suggests that the output from the second generator can serve as 
input to the first generator, and the outcome should correspond to the input to the second generator, and vice 
versa. Similarly, our CycleDNN method constructs a “cycle” to ensure that when a protein in cell line A with all 
its features is processed through Encoder EA , Decoder DB , Encoder EB , and Decoder DA , the output corresponds 
to the input protein features in cell line A.

Auto-encoders
The idea of the latent space Z is inspired by auto-encoders. Auto-encoders are a type of algorithm to learn a 
hidden “informative” representation of the data, which was first proposed by Rumelhart et al.25. With the help 
of the nonlinear feature extraction ability of the deep neural network, auto-encoders can obtain a good data 
representation, and the performance of the autoencoder is better than linear methods such as principal compo-
nent analysis (PCA)26. In this study, the hidden “informative” representation can be considered as the common 
latent space Z, i.e., latent representations of the same protein that does not change when the cell line changes. 
However, the difference between auto-encoders and our method is that our goal is mutual predictions rather 
than reconstruction.

In contrast to CNNs, GANs, and other models commonly used in image transfer models, the main body of 
our model adopts the structure of the deep neural network (DNN), also known as Multilayer Perceptron (MLP) 
and artificial neural network (ANN). It is the most classical deep learning model, developed on the basis of the 
single-layer perceptron. It is also the most common model for auto-encoders and the most suitable model for 
the CETSA data.

PPI prediction
The research on PPI is mainly divided into two categories. The first one is using experimental methods, such as 
yeast two-hybrid  screening27, nucleic acid programmable protein array (NAPPA)28, affinity purification–mass 
spectrometry (AP–MS)29, correlated mRNA expression  profile30, synthetic lethal  analysis31and so on. However, 
this kind of method is normally time-consuming and expensive. Moreover, experimental results often show 
notable inter- or intra-variance. This leads to the second type of method that uses computational models and 
other properties of proteins to predict PPIs.

The research of PPI prediction through computational models has developed particularly rapidly in recent 
years, mainly due to advances in machine learning and deep learning. Various new methods of deep learning, 
machine learning and other statistical methods are combined with various protein data to produce various 
new prediction methods for PPI, such as network-based  models32, sequence-based  models33, structure-based 
 models34, genomic-based  models35and so on. But so far, no one except our group has tried to use CETSA data 
to predict  PPI19.

Methodology
CETSA data
The CETSA data used in this study is from Tan et al. in  201813, which consists of multiple cell lines. Each cell 
line consists of more than seven thousand proteins, and each protein contains 10 features from 10 temperatures. 
For a pair of cell lines, there are certain common proteins with CETSA features in both cell lines, while for other 
proteins, their CETSA features exist only in one cell line. We train the cycleDNN model based on the common 
proteins, the trained model can be used to predict the CETSA features from one cell line to another for those 
proteins that have CETSA features in only one cell line.

CycleDNN for two cell lines
Deep neural  networks22 are extensively employed in both classification and generative models across various 
fields such as computer vision and natural language processing. These networks exhibit greater expressiveness 
and feature extraction capabilities compared to perceptrons. The fundamental architecture of these networks 
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typically encompasses an input layer, multiple hidden layers, and an output layer. Each node within the network 
primarily executes a blend of a linear operation and a nonlinear activation function.

Our initial step involves the construction of a model that enables pairwise data prediction across two distinct 
cell lines. In this scenario, CycleDNN is primarily composed of two encoders and two decoders. For a protein 
that concurrently exists in two cell lines (for instance, HCT116 and HEK293T, designated as cell lines A and B), 
we utilize two encoders, EA and EB , to transform the 10-dimensional CETSA features into a shared latent space 
Z , which consists of 5000-dimensional latent features. Decoders DA and DB are then employed to revert Z back 
to the CETSA data of cell lines A and B, respectively. During the training phase, we simultaneously train both 
sets of encoders and decoders. Figure 2 provides a comprehensive diagram of CycleDNN for the prediction of 
CETSA features between the two cell lines.

Both the encoder and the decoder are constructed using DNNs. The two encoders, EA and EB , as depicted 
in Fig. 2, possess identical network structures. However, it’s crucial to note that they do not share parameters. 
Similarly, the two decoders, denoted as DA and DB , also maintain the same network structure but do not share 
parameters. The encoder’s network structure primarily consists of three fully connected layers, each incorporating 
a linear operation and a linear rectification activation function (ReLU). Additionally, a dropout layer is included 
to mitigate overfitting. The decoder’s structure mirrors that of the encoder but is assembled in the reverse order. 
Figure 3 illustrates the integrated encoder and decoder architecture in CycleDNN transitioning from cell line A 
to cell line B. Detailed networks’ parameters are shown in Table 1.

CycleDNN for multiple cell lines
In this subsection, we make an effort to generalize the feature prediction by CycleDNN from two cell lines to 
multiple cell lines. The key to the generalization is the common latent space Z . If we directly use the deep neu-
ral network to achieve prediction in any two cell lines, we need to train n(n− 1) neural networks for cell lines 
{C1,C2 . . .Cn} . Assuming that each deep neural network can be decomposed into an encoder and a decoder, 
and a total of n(n− 1) encoders and n(n− 1) decoders are required, as shown in Fig. 4.

Figure 2.  An illustration of utilizing CycleDNN for the transference of CETSA features between cell line A and 
cell line B. Z and Z′ are kept nearly identical to establish a shared protein latent space.

Figure 3.  Architecture of the encoder and decoder within CycleDNN.
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Such a model has a significant disadvantage: as the number of cell lines grows, the number of networks that 
need to be trained will grow exponentially, which is highly complex and expensive. To overcome this disadvan-
tage, we introduce the common latent space Z and redesign the structure of CycleDNN for the CETSA feature 
prediction of various cell lines.

The common latent space Z represents latent representations of the same protein that does not change when 
the cell line changes. So the CETSA data of any cell line can be mapped to the common latent space Z after being 
encoded by the encoder of the corresponding cell line. Moreover, any decoder can decode the Z to the CETSA 
features in the corresponding cell line. Based on the common latent space Z , we design a new CycleDNN struc-
ture, as shown in Fig. 5.

Table 1.  CycleDNN architecture: detailed parameters and characteristics of encoder and decoder layers.

Model Layer Type Input size Output size Activation function

Encoder

Layer1 Fully connected 10 500 ReLU

Layer2 Fully connected 500 500 ReLU

Layer3 Fully connected 500 5000 ReLU

Decoder

Layer1 Fully connected 5000 500 ReLU

Layer2 Fully connected 500 500 ReLU

Layer3 Fully connected 500 10

Figure 4.  The diagram of standard model with n(n− 1) encoders and n(n− 1) decoders for cell lines 
{C1,C2, . . . ,Cn}.

Figure 5.  The diagram of CycleDNN with n encoders, n decoders and latent space Z for cell lines 
{C1,C2, . . . ,Cn}.
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In the new CycleDNN structure, we only need n encoders and n decoders for cell lines {C1,C2, . . . ,Cn} . 
This new structure reduces the complexity of the model requirement from exponential to linear, which greatly 
reduces the parameters and training cost of the model. Our method using this structure can be generalized 
to any number of cell lines efficiently and flexibly. We constrain the common latent space Z by designing loss 
functions. In the experiment, we perform the prediction of CETSA features across five human cell lines A375, 
HCT116, HEK293T, HL60, and MCF7.

Loss functions
As depicted in Fig. 5, we can discern the following mapping relationships between different cell lines: (1) Encoder 
Ei : Ci → Z; (2) Decoder Di : Z → Ci . Through Z, we can derive the mapping function from Encoder Ei to Decoder 
Dj as Fi,j : Ci → Cj.

In terms of loss function design, we consider three varieties. The first kind is the mean square error (MSE) 
loss, which measures the discrepancy between the predicted data and the ground truth, referred to as prediction 
loss. This category of loss function encompasses the loss incurred when predicting cell line B from cell line A 
and vice versa.

The second category of the loss function is the Cycle-Consistency Loss, a concept inspired by CycleGAN. 
Given the mapping functions Fi,j : Ci → Cj , it’s logical to assume that if we generate cell line Cj from cell line Ci 
using the mapping function Fi,j , we should be able to reconstruct cell line Ci from the generated cell line Cj using 
the mapping function Fj,i . In other words, Fj,i(Fi,j(Ci)) ≈ Ci . Hence, the second component of the loss function 
can be articulated as:

The third category of loss function ensures consistency within the latent space Z, referred to as latent space 
regularization loss. This loss function guarantees that the underlying representations in the latent space Z of 
different cell lines of homogeneous proteins are approximately similar, which is critical for the successful predic-
tion of CETSA signatures across cell lines. These potential representations in high-dimensional space should 
capture essential features of the protein that do not change because the protein is present in different cell lines. 
Zi is the potential representation of the protein obtained by the encoder Ei of cell line Ci , and Zk is a potential 
representation of the same protein but from a different cell line Ck . n is the number of cell lines we adopted. 
Therefore, to maintain consistency in the output of encoders Ei and Ek , a mean-squared loss among Zi and Zk 
is implemented as follows:

Ultimately, the aforementioned three types of losses are amalgamated with distinct coefficients α1 , α2 , and α3 , 
which are optimized empirically. The cumulative loss function of the proposed method is expressed as follows:

Performance evaluation and discussion
Datasets description
The dataset we utilized originates from the experimental data of Tan et al. in  201813. We adopted the protein 
melting data from A375, HCT116, HEK293T, HL60, and MCF7 intact cell CETSA experiments as the CETSA 
features of different cell lines for mutual prediction. These proteins’ CETSA melting curves were downloaded 
from Tan et al. in 2018. The data file “tabless1_to_s27.zip” includes 27 CETSA data tables. Among 
these 27 tables, we selected five tables: S19, S20, S21, S22, and S23, which correspond to the five intensive cell 
CETSA experiments of A375, HCT116, HEK293T, HL60, and MCF7. We select the column attributes in these 
tables as T37, T40, T43, T46, T49, T52, T55, T58, T61 and T64. The ten columns serve as input to our model, 
which are the specific values of the protein melting curve.

The CETSA features for these five cell lines encompass relative abundance data for 8101, 7599, 7945, 7448, 
and 7790 proteins at ten distinct temperatures (37 ◦ C, 40 ◦ C, 43 ◦ C, 46 ◦ C, 49 ◦ C, 52 ◦ C, 55 ◦ C, 58 ◦ C, 61 ◦ C, 
and 64 ◦C), which have been standardized. As common protein data are necessary for z-space prediction, we use 
the intersection of A375, HCT116, HEK293T, HL60, and MCF7, which includes common data for a total of 4860 
proteins, as the benchmark to evaluate the proposed method across multiple cell lines. These CETSA data are fed 
into the neural network. Finally, the datasets are randomly split into training and test sets at a ratio of 70–30%.

The PPI dataset Bioplex 3.036 is adopted as ground truth in evaluation. PPI scores between two proteins of 
Bioplex 3.0 are a normalized value between [0, 1]. A bigger score indicates a higher probability of interaction 
between the two proteins. There are 25,485 protein pairs for cell line HCT116 and 41,490 protein pairs for cell 
line HEK293T in the CETSA dataset. Since the PPI data of HEK293T in Bioplex is relatively more comprehensive, 
we only use the PPI data of HEK293T for training and testing.

(1)L1 =

∑n
i,j=1 MSE(Fi,j(Ci),Cj)

n
.

(2)L2 =

∑n
i,j=1 MSE(Fj,i(Fi,j(Ci)),Ci)

n
.

(3)L3 =

∑n
k=1

∑n
i=1 MSE(Zi ,Zk)

n2
.

(4)L = α1L1 + α2L2 + α3L3.
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Experimental setup
Metrics
To validate the efficacy of our model, we employ the following evaluation metrics. Mean square error (MSE), 
mean absolute percentage error (MAPE), mean absolute error (MAE), R-squared ( R2 ), and Pearson correlation 
coefficient (PCC) are frequently used as evaluation metrics in regression models. Assuming the model’s input is 
X, the predicted value is y′ , the actual value is y, and the mean value of y and y′ are ȳ and ȳ′ , the expressions for 
these evaluation parameters are as follows:

Implementation details
In this study, we adopt the PyTorch library to implement our model and conduct CETSA feature prediction 
experiments on the NVIDIA platform with GeForce GTX TITAN X GPUs. We train the model on the training 
set and evaluate the performance on the test set. During training, CETSA data is randomly shuffled. Each model 
is trained for a total of 4000 epochs on 1 GPU with a total batch size of 128. All models are trained from scratch 
and are optimized using stochastic gradient descent with momentum at 0.95 and weight decay of 1e − 5 . The 
base learning rate is 0.01 and declined by 5% every 500 iterations. The dropout rate is set to 0.3 to improve the 
robustness. The hyper-parameters α1∼3 are 1, 0.01, and 1, respectively.

Training details
At each epoch, CETSA features in each cell line are translated to all cell lines. In addition, CETSA features in 
each cell line are reconstructed after prediction to keep cycle-consistency. For example, when we only consider 
the case of three cell lines, at each epoch, the features in cell line A are translated to cell lines B and C through 
the corresponding encoder and decoders. After prediction, the predicted CETSA features are reconstructed 
from cell lines B and C back to the CETSA features of cell line A. The same training procedure is repeated for 
cell lines B and C.

In the training process across five cell lines, our strategy involved sequentially training the model to predict 
CETSA features from cell line A to cell line A...E, followed by cell line B to cell line A...E, and so forth, until cell 
line E. The training was set to stop if there were no observed improvements in performance for 300 consecutive 
epochs. Additionally, the maximum number of training epochs was capped at 5000.

In line with the implementation details, our model obtained convergence after 4000 epochs in training, cul-
minating in optimal performance. This process was completed in a span of 4.5 h within our test environment. 
Additionally, during the training of two distinct cell lines, optimal results were achieved with just 1.6 h of training. 
This duration of time consumption aligns closely with the scale of our model.

PPI prediction evaluation
Machine learning methods are widely used in various fields of bioinformatics. We adopt a decision tree as our 
model to predict PPI scores between protein pairs based on the protein’s CETSA features. The 5-fold cross-
validation approach is applied to the decision tree model, where the ratio of the training set and test set is 4:1. 
In comparison, we use the CETSA experimental data and the CETSA data predicted by CycleDNN to train the 
PPI prediction models, respectively. If the two prediction models achieve similar performance, it indicates the 
validity of the predicted CETSA features from our proposed CycleDNN.

Numerical results
Two cell lines (A375 and HCT116)
The main results of this study with two cell lines are listed in Table 2. According to the results, the MSE, MAPE, 
MAE, R2 and PCC of our models reach 0.01232, 13.971% , 4.61× 10−4 , 0.89773 and 0.94750 in the prediction 
from the A375 cell line to the HCT116 cell line. It also works in the prediction from the HCT116 cell line to the 
A375 cell line, which reaches 0.01805, 15.950% , 5.68× 10−4 , 0.88773 and 0.94221 in MSE, MAPE, MAE, R2 and 

(5)MSE(y, y′) =
1

n

n
∑

i=1

(yi − y′i)
2
,

(6)MAPE(y, y′) =
100%

n

n
∑

i=1

∣

∣

∣

∣

(yi − y′i)
2

yi

∣

∣

∣

∣

,

(7)MAE(y, y′) =
1

n

n
∑

i=1

∣

∣yi − y′i
∣

∣.

(8)R2(y, y′) =1−

∑n
i=1(yi − y′i)

2

∑n
i=1(yi − ȳ)2

,

(9)PCC(y, y′) =

∑n
i=1(yi − ȳ)(y′i − ȳ′)

√

∑n
i=1(yi − ȳ)2

∑n
i=1(y

′
i − ȳ′)2
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PCC. Moreover, CETSA feature predictions of the original cell lines, as A → A and B → B shown in Table 2, are 
much more precise than those of other cell lines. This phenomenon also exists in subsequent experiments. Since 
we are the first to realize automatic CETSA feature prediction across cell lines, there are no existing research 
methods to compare.

Multiple cell lines
The main results of this study with three cell lines and five cell lines are listed in Tables 3 and 4, respectively. It can 
be seen from the experimental data that our model can be effectively applied no matter which two cell lines are 
used for CETSA feature prediction. The experimental results in Tables 3 and 4 with three and five cell lines are 
also similar to those with two cell lines. It further verifies the validity of our method’s design for multiple cell lines.

As can be seen from Tables 3 and  4, in the prediction across different cell lines, most results of CETSA fea-
ture prediction achieved the MSE below 0.002, the MAPE below 20%, the MAE below 0.001, the R2 above 0.75 
and the PCC above 0.88. This illustrates the overall effectiveness of our method. Meanwhile, the quality of the 
prediction results differs among cell lines. The best performance of the CETSA feature prediction with three 
and five cell lines is from cell line A (A375) to cell line C (HEK293T). In Table 4, it reaches 0.00632, 11.589% , 
3.27× 10−4 , 0.95017 and 0.97482 in MSE, MAPE, MAE, R2 and PCC. Moreover, its MSE, MAPE, MAE, R2 and 
PCC also reach 0.00635, 12.197% , 3.22× 10−4 , 0.95015 and 0.97281 in Table 3.

In addition, adding more cell lines to our method can partially improve the performance of our model. From 
the comparison of Tables 3 and 4, we can see that the accuracy of some predictions is improved. For example, 
the prediction precision from cell line A (A375) to cell line C (HEK293T) in the model of five cell lines is better 
than that in the model of three cell lines. Its MSE, MAPE, and PCC are improved from 0.00635, 12.197% , and 
0.97281 to 0.00632, 11.589% and 0.97482. This indicates that adding more cell lines may further improve the 
accuracy of extracting information from the latent Z space.

Ablation study
In this section, we explore the performance of different loss functions in the proposed method by conducting 
ablation experiments, including cell lines A375, HCT116, and HEK293T. As mentioned in the methodology 
section, we propose CycleDNN with prediction loss L1 , cycle-consistency loss L2 , and latent space regularization 
loss L3 . We explore all these variants quantitatively.

Table 5 shows the MSE, MAPE, and MAE results of different variants of the proposed network. Comparing 
all variants with our complete proposed model, it can be seen that all of the loss functions contribute to the per-
formance, while L1 plays the most important role. CycleDNN, by employing all three loss functions, amalgamates 
the benefits of each loss function, and the optimal performance is achieved through coefficient optimization. 
These experimental comparisons underscore the effectiveness of each of the three loss functions in our proposed 
method, thereby validating the design of our method. Notably, CycleDNN with Z space proves to be valuable. 
From a biological standpoint, the same protein, though encoded from different cell lines via the corresponding 
encoder, should possess common features in the latent space Z.

Table 2.  Performance of CycleDNN between cell line A (A375) and cell line B (HCT116).

Transfer MSE MAPE MAE R
2 PCC

A → A 0.00058 2.225% 6.64× 10−5 0.98765 0.99381

A → B 0.01232 13.971% 4.61× 10−4 0.89773 0.94750

B → A 0.01805 15.950% 5.68× 10−4 0.88773 0.94221

B → B 0.00048 2.026% 5.89× 10−5 0.98606 0.99301

Table 3.  Performance of CycleDNN between cell line A (A375), cell line B (HCT116) and cell line C 
(HEK293T).

Transfer MSE MAPE MAE R
2 PCC

A → A 0.00083 2.699% 8.77× 10−5 0.98716 0.99356

A → B 0.01163 14.039% 4.63× 10−4 0.89963 0.94851

A → C 0.00635 12.197% 3.22× 10−4 0.95264 0.97605

B → A 0.01798 15.798% 5.64× 10−4 0.88885 0.94280

B → B 0.00058 2.710% 8.16× 10−5 0.98502 0.99248

B → C 0.00805 14.227% 3.85× 10−4 0.94284 0.97087

C → A 0.01464 12.832% 4.94× 10−4 0.90679 0.95234

C → B 0.01342 14.808% 5.02× 10−4 0.89142 0.94416

C → C 0.00039 2.749% 6.65× 10−5 0.99142 0.99570
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Protein–protein prediction
In this part, we use the CETSA features of 4860 proteins of HEK293T predicted from cell line A375 through 
trained CycleDNN as the input to the decision tree model. Our predicted input corresponds to 21,536 protein 
interaction pairs in BioPlex 3.037. In the results of PPI prediction using a decision tree, our predicted CETSA 
data of cell line HEK293T obtained an MAE evaluation of 0.072198, which is very close to the MAE of 0.070726 
obtained from the experimental CETSA data. Moreover, as shown in Fig. 6, the shape of histograms for predic-
tion and ground truth are quite similar, which indicates that the predicted PPI scores match the ground truth 
PPI scores very well. This further verifies the effectiveness of our prediction model CycleDNN in the applications 
of CETSA data.

Advantages and limitations
In our method, an encoder contains 2.761M parameters, and the computational cost of that is 5.510M FLOPs. 
Moreover, a decoder in our method contains 2.755M parameters, and the computational cost of that is 2.756M 
FLOPs.

The emergence of CycleDNN greatly reduces the workload of CETSA biochemical experiments. For a typical 
task, we need to know the CETSA value of a certain protein in n cell lines. If we rely solely on experiments, we 
will have to repeat n times of CETSA biochemical experiments in n cell lines to obtain CETSA values in different 
cell lines, which is undoubtedly extremely expensive and time-consuming. With the help of CycleDNN, we only 
need to perform one CETSA biochemical experiment in one cell line (e.g.), HEK293T). The CETSA data for this 
protein in other cell lines will be predicted by CycleDNN instead of relying on experiments. CycleDNN has great 
advantages over traditional pair-wise DNN models (as shown in Fig. 4) for the prediction of CETSA data. First of 
all, due to the introduction of the common latent space Z, we significantly simplify the amount of parameters of 
the neural network. While maintaining the same size of the networks across n cell lines, our model reduces the 
number of encoders and decoders from n(n− 1) to n. In experiments of five cell lines, CycleDNN reduces the 
amount of model parameters by 75% . Moreover, our method also has a great advantage in prediction speed. In a 
typical task, we know the CETSA data for a new protein in one cell line and wish to predict the CETSA data in n 
other cell lines. Our method greatly reduces the number of encoders required in prediction, thereby increasing 
the prediction speed. In experiments of five cell lines, CycleDNN reduces the amount of encoder by 80% , which 
also reduces prediction time by 53.4%.

Table 4.  Performance of CycleDNN between cell line A (A375), cell line B (HCT116), cell line C (HEK293T), 
cell line D (HL60) and cell line E (MCF7).

Transfer MSE MAPE MAE R
2 PCC

A → A 0.00138 3.953% 1.33× 10−4 0.98614 0.99304

A → B 0.01155 14.253% 4.68× 10−4 0.90006 0.94874

A → C 0.00632 11.589% 3.27× 10−4 0.95017 0.97482

A → D 0.02186 20.461% 7.39× 10−4 0.78524 0.88650

A → E 0.01595 13.465% 4.00× 10−4 0.87805 0.93713

B → A 0.01811 16.480% 5.78× 10−4 0.88930 0.94305

B → B 0.00099 3.852% 1.31× 10−4 0.98312 0.99153

B → C 0.00832 14.506% 3.91× 10−4 0.94156 0.97039

B → D 0.02164 20.260% 7.30× 10−4 0.79079 0.88944

B → E 0.01491 15.620% 4.42× 10−4 0.89518 0.94620

C → A 0.01476 12.793% 4.95× 10−4 0.90698 0.95243

C → B 0.01290 13.939% 4.90× 10−4 0.89288 0.94493

C → C 0.00066 3.886% 1.12× 10−4 0.99138 0.99568

C → D 0.02285 21.408% 7.46× 10−4 0.77768 0.88201

C → E 0.01510 13.911% 3.90× 10−4 0.89264 0.94481

D → A 0.02969 28.057% 8.18× 10−4 0.81966 0.90541

D → B 0.02294 21.548% 6.82× 10−4 0.83296 0.91271

D → C 0.01501 24.768% 5.84× 10−4 0.89499 0.94605

D → D 0.00092 3.205% 1.48× 10−4 0.98172 0.99082

D → E 0.02507 25.580% 6.13× 10−4 0.82541 0.90855

E → A 0.02183 18.032% 6.10× 10−4 0.86737 0.93162

E → B 0.01756 16.577% 5.64× 10−4 0.86919 0.93247

E → C 0.00932 13.892% 3.73× 10−4 0.93168 0.96542

E → D 0.02349 21.086% 7.51× 10−4 0.77419 0.88009

E → E 0.00092 3.710% 1.05× 10−4 0.98335 0.99164
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On the other hand, the proposed approach has two primary limitations. Firstly, the model necessitates initial 
training on the CETSA features of specific proteins found in both cell lines. It then predicts the CETSA features 
of the remaining proteins from one cell line to another. This capability is limited to handling CETSA feature 
translation only across cell lines used for training the model. However, the model cannot handle CETSA feature 
translation in cell lines that were not part of the training set. Secondly, while the proposed cycleDNN serves as 
an automated computational framework for predicting CETSA features across cell lines, and the predicted values 

Table 5.  Performance of CycleDNN with different loss between cell line A (A375), cell line B (HCT116) and 
cell line C (HEK293T). L1 = prediction loss, L2 = cycle consistency loss, L3 = latent space regularization loss.

Loss MSE ( A → B) MAPE ( A → B) MAE ( A → B) R
2 ( A → B) PCC ( A → B)

w/o L3 0.01217 14.292% 4.82× 10−4 0.89922 0.94829

w/o L2 0.01202 14.184% 4.65× 10−4 0.89950 0.94840

w/o L1 0.04295 41.50% 1.09× 10−3 0.68385 0.82718

L1+L2+L3 0.01163 14.039% 4.63× 10
−4 0.89963 0.94851

 Loss MSE ( A → C) MAPE ( A → C) MAE ( A → C) R
2 ( A → C) PCC ( A → C)

w/o L3 0.00647 11.960% 3.27× 10−4 0.95215 0.97581

w/o L2 0.00653 11.898% 3.31× 10−4 0.95231 0.97588

w/o L1 0.02895 46.296% 9.21× 10−4 0.79577 0.89225

L1+L2+L3 0.00635 12.197% 3.22× 10
−4 0.95264 0.97605

 Loss MSE ( B → A) MAPE ( B → A) MAE ( B → A) R
2 ( B → A) PCC ( B → A)

w/o L3 0.01876 15.822% 5.68× 10−4 0.88844 0.94258

w/o L2 0.01792 15.814% 5.65× 10−4 0.88877 0.94275

w/o L1 0.05142 47.022% 1.20× 10−3 0.68391 0.82715

L1+L2+L3 0.01798 15.798% 5.64 × 10
−4 0.88885 0.94280

 Loss MSE ( B → C) MAPE ( B → C) MAE ( B → C) R
2 ( B → C) PCC ( B → C)

w/o L3 0.00812 14.114% 3.80× 10−4 0.94261 0.97091

w/o L2 0.00800 13.971% 3.84× 10−4 0.94253 0.97102

w/o L1 0.02890 46.028% 9.25× 10−4 0.79475 0.89158

L1+L2+L3 0.00805 14.227% 3.85× 10
−4 0.94284 0.97087

 Loss MSE ( C → A) MAPE ( C → A) MAE ( C → A) R
2 ( C → A) PCC ( C → A)

w/o L3 0.01486 13.181% 4.90× 10
−4 0.90602 0.95193

w/o L2 0.01489 13.267% 5.00× 10−4 0.90654 0.95221

w/o L1 0.05143 47.008% 1.20× 10−3 0.68321 0.82664

L1+L2+L3 0.01464 12.832% 4.94× 10−4 0.90679 0.95234

 Loss MSE ( C → B) MAPE ( C → B) MAE ( C → B) R
2 ( C → B) PCC ( C → B)

w/o L3 0.01359 14.329% 4.90× 10−4 0.89027 0.94355

w/o L2 0.01345 14.711% 4.75× 10
−4 0.89069 0.94377

w/o L1 0.04292 47.008% 1.08× 10−3 0.68156 0.82565

L1+L2+L3 0.01342 14.808% 5.02× 10−4 0.89142 0.94416

Figure 6.  The distributions of the ground-truth (left) and predictions (right) of PPI scores in cell line 
HEK293T.
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closely align with the original experimental features as validated in this study, a thoughtfully designed biologi-
cal evaluation is recommended to further confirm the biological significance of the predicted CETSA features.

Conclusions
In this study, we focus on the transfer of CETSA data for the same protein across different cell lines, for which 
we propose a novel DNN model. The results of our proposed method, as applied to the protein melting data 
from intact cell MS-CETSA experiments, are presented in Tables 2,  3 and  4. The results demonstrate that it 
performs well in the prediction cross the cell lines A375, HCT116, HEK293T, HL60, and MCF7. The ablation 
study in Table 5 verifies the effectiveness of each of the three loss functions in our proposed model. At the same 
time, the neural architecture we design greatly reduces the complexity of the model from exponential to linear 
when converting CETSA features between different cell lines. Last but not least, we perform experiments using 
PPI predictions with predicted CETSA features from CycleDNN, which achieve similar performance compared 
to experimental CETSA features.

Our future research endeavors will focus on three key areas. Firstly, we aim to explore the potential utility of 
the encoded high-dimensional latent features in PPI prediction by comparing the performance of latent features 
extracted by CycleDNN and standard CETSA features. Secondly, we plan to extend the application of cycleDNN 
to different protein features. This will involve incorporating different types of features, such as protein amino 
acid sequences and structural attributes, into our model to enable the interconversion between different protein 
features. Lastly, a focal point will be the refinement of the network structure to improve the overall performance 
of our model and thereby expand its applicability in bioinformatics. Our goal is to develop a computational 
framework capable of seamlessly converting a broader range of protein data across different cell lines through 
a shared protein latent space.

Data availibility
All the data generated or analyzed during this study are included in the supplementary information files.

Received: 14 July 2023; Accepted: 1 January 2024

References
 1. Molina, D. M. et al. Monitoring drug target engagement in cells and tissues using the cellular thermal shift assay. Science 341, 

84–87 (2013).
 2. Molina, D. & Nordlund, P. The cellular thermal shift assay: A novel biophysical assay for in situ drug target engagement and 

mechanistic biomarker studies. Annu. Rev. Pharmacol. Toxicol. 56, 141–161 (2016).
 3. Dai, L. et al. Horizontal cell biology: Monitoring global changes of protein interaction states with the proteome-wide cellular 

thermal shift assay (CETSA). Annu. Rev. Biochem. 88, 383–408 (2019).
 4. Jafari, R. et al. The cellular thermal shift assay for evaluating drug target interactions in cells. Nat. Protoc. 9, 2100–2122 (2014).
 5. Martinez Molina, D. & Nordlund, P. The cellular thermal shift assay: A novel biophysical assay for in situ drug target engagement 

and mechanistic biomarker studies. Annu. Rev. Pharmacol. Toxicol. 56, 141–161 (2016).
 6. Dziekan, J. M. et al. Cellular thermal shift assay for the identification of drug-target interactions in the plasmodium falciparum 

proteome. Nat. Protoc. 15, 1881–1921 (2020).
 7. Sreekumar, L. K. U., Lim, Y. T., Veerappan, S. & Nordlund, P. Exploring the potential of cellular thermal shift assay (CETSA) to 

study drug resistance during cancer therapy. Can. Res. 77, 2045–2045 (2017).
 8. Dai, L. et al. Modulation of protein-interaction states through the cell cycle. Cell 31, 1481–1494 (2018).
 9. Liang, Y. Y. et al. CETSA interaction proteomics define specific rna-modification pathways as key components of fluorouracil-based 

cancer drug cytotoxicity. Cell Chem. Biol. 29, 572–585 (2022).
 10. Hashimoto, M., Girardi, E., Eichner, R. & Superti-Furga, G. Detection of chemical engagement of solute carrier proteins by a cel-

lular thermal shift assay. ACS Chem. Biol. 13, 1480–1486 (2018).
 11. Shaw, J. et al. Determining direct binders of the androgen receptor using a high-throughput cellular thermal shift assay. Sci. Rep. 

8, 1–11 (2018).
 12. Snider, J. et al. Fundamentals of protein interaction network mapping. Mol. Syst. Biol. 11, 848 (2015).
 13. Tan, C. S. H. et al. Thermal proximity coaggregation for system-wide profiling of protein complex dynamics in cells. Science 359, 

1170–1177 (2018).
 14. Dong, S., Wang, P. & Abbas, K. A survey on deep learning and its applications. Comput. Sci. Rev. 40, 100379. https:// doi. org/ 10. 

1016/j. cosrev. 2021. 100379 (2021).
 15. Isola, P., Zhu, J.-Y., Zhou, T. & Efros, A. A. Image-to-image translation with conditional adversarial networks. In Proceedings of 

the IEEE Conference on Computer Vision and Pattern Recognition, 1125–1134 (2017).
 16. Zhu, J.-Y., Park, T., Isola, P. & Efros, A. A. Unpaired image-to-image translation using cycle-consistent adversarial networks. In 

Proceedings of the IEEE International Conference on Computer Vision, 2223–2232 (2017).
 17. Sharma, A. et al. Deepinsight: A methodology to transform a non-image data to an image for convolution neural network archi-

tecture. Sci. Rep. 9, 11399. https:// doi. org/ 10. 1038/ s41598- 019- 47765-6 (2019).
 18. Goodfellow, I. et al. Generative adversarial nets. Adv. Neural. Inf. Process. Syst. 27, 20 (2014).
 19. Yang, X. et al. CETSA feature based clustering for protein outlier discovery by protein-to-protein interaction prediction. In The 

44th International Engineering in Medicine and Biology Conference, EMBC 2022.
 20. Zeng, Z. et al. A novel deep neural network model for CETSA feature prediction cross cell line. In The 44th International Engineer-

ing in Medicine and Biology Conference, EMBC 2022.
 21. Cyclednn github repository. https:// github. com/ zhaos h980/ cycle dnn.
 22. Krizhevsky, A., Sutskever, I. & Hinton, G. E. Imagenet classification with deep convolutional neural networks. Adv. Neural. Inf. 

Process. Syst. 25, 25 (2012).
 23. Gatys, L. A., Ecker, A. S. & Bethge, M. A neural algorithm of artistic style. arXiv: 1508. 06576 (arXiv preprint) (2015).
 24. Simonyan, K. & Zisserman, A. Very deep convolutional networks for large-scale image recognition. arXiv: 1409. 1556 (arXiv pre-

print) (2014).
 25. Rumelhart, D., Hinton, G. & Williams, R. Parallel distributed processing: Explorations in the microstructure of cognition, vol. 1. 

chap. learning internal representations by error propagation (1986).
 26. Wold, S., Esbensen, K. & Geladi, P. Principal component analysis. Chemom. Intell. Lab. Syst. 2, 37–52 (1987).

https://doi.org/10.1016/j.cosrev.2021.100379
https://doi.org/10.1016/j.cosrev.2021.100379
https://doi.org/10.1038/s41598-019-47765-6
https://github.com/zhaosh980/cyclednn
http://arxiv.org/abs/1508.06576
http://arxiv.org/abs/1409.1556


12

Vol:.(1234567890)

Scientific Reports |         (2024) 14:1878  | https://doi.org/10.1038/s41598-024-51193-6

www.nature.com/scientificreports/

 27. Velásquez-Zapata, V., Elmore, J. M., Banerjee, S., Dorman, K. S. & Wise, R. P. Next-generation yeast-two-hybrid analysis with 
y2h-scores identifies novel interactors of the mla immune receptor. PLoS Comput. Biol. 17, e1008890 (2021).

 28. Ramachandran, N. et al. Next-generation high-density self-assembling functional protein arrays. Nat. Methods 5, 535–538 (2008).
 29. Wodak, S. J., Vlasblom, J., Turinsky, A. L. & Pu, S. Protein–protein interaction networks: The puzzling riches. Curr. Opin. Struct. 

Biol. 23, 941–953 (2013).
 30. Ge, H., Liu, Z., Church, G. M. & Vidal, M. Correlation between transcriptome and interactome mapping data from saccharomyces 

cerevisiae. Nat. Genet. 29, 482–486 (2001).
 31. Tong, A. H. Y. et al. Systematic genetic analysis with ordered arrays of yeast deletion mutants. Science 294, 2364–2368 (2001).
 32. Chen, Y., Wang, W., Liu, J., Feng, J. & Gong, X. Protein interface complementarity and gene duplication improve link prediction 

of protein-protein interaction network. Front. Genet. 11, 291 (2020).
 33. Bock, J. R. & Gough, D. A. Predicting protein–protein interactions from primary structure. Bioinformatics 17, 455–460 (2001).
 34. Zhang, Q. C. et al. Structure-based prediction of protein–protein interactions on a genome-wide scale. Nature 490, 556–560 (2012).
 35. Dandekar, T., Snel, B., Huynen, M. & Bork, P. Conservation of gene order: A fingerprint of proteins that physically interact. Trends 

Biochem. Sci. 23, 324–328 (1998).
 36. Huttlin, E. L. et al. The bioplex network: A systematic exploration of the human interactome. Cell 162, 425–440 (2015).
 37. Huttlin, E. L. et al. Architecture of the human interactome defines protein communities and disease networks. Nature 545(7655), 

505–509 (2017).

Author contributions
The main ideas were formulated by S.Z., X.Y., and Z.Z. S.Z., P.Q. and Z.Z. conducted the experiments, while L.D., 
N.P., P.N., and W.L.T. analyzed the results. Lastly, all authors contributed to the manuscript review and editing.

Funding
This research was funded by the Competitive Research Programme “NRF-CRP22-2019-0003”, National Research 
Foundation (NRF) of Singapore, and partially supported by A*STAR core funding, the National Natural Science 
Foundation of China (32070748), the Excellent Scientific and Technological Innovation Training Program of 
Shenzhen (RCYX20210706092040048).

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 024- 51193-6.

Correspondence and requests for materials should be addressed to X.Y. or W.L.T.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2024

https://doi.org/10.1038/s41598-024-51193-6
https://doi.org/10.1038/s41598-024-51193-6
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Deep learning based CETSA feature prediction cross multiple cell lines with latent space representation
	Background
	Image style transfer
	Auto-encoders
	PPI prediction

	Methodology
	CETSA data
	CycleDNN for two cell lines
	CycleDNN for multiple cell lines
	Loss functions

	Performance evaluation and discussion
	Datasets description
	Experimental setup
	Metrics
	Implementation details
	Training details
	PPI prediction evaluation

	Numerical results
	Two cell lines (A375 and HCT116)
	Multiple cell lines

	Ablation study
	Protein–protein prediction
	Advantages and limitations

	Conclusions
	References


