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Tone in politics 
is not systematically related 
to macro trends, ideology, 
or experience
Christian Pipal 1*, Bert N. Bakker 2, Gijs Schumacher 3 & Mariken A. C. G. van der Velden 4

What explains the variation in tone in politics? Different literatures argue that changes in the tone 
of politicians reflect changes in the economy, general language, well-being, or ideology. So far, 
these claims have been empirically tested only in isolation, in single country studies, or with a small 
subset of indicators. We offer an overarching view by modelling the use of tone in European national 
parliaments in 7 countries across 30 years. Using a semi-supervised sentiment-topic model to measure 
polarity and arousal in legislative debates, we show in a preregistered multiverse analysis that the 
tone in legislative debates is not systematically related to previously claimed factors. We also replicate 
the absence of such systematic relationships using national leader speeches and parties’ election 
manifestos. There is also no universal trend towards more negativity or emotionality in political 
language. Overall, our results highlight the importance of multi-lingual and cross-country multiverse 
analyses for generalizing findings on emotions in politics.

Modern politics is overwhelmingly negative in tone1, and there is widespread belief that the tone of politicians 
is becoming increasingly more emotional and negative among academics (e.g2–4 and journalists (e.g.5–8). Politi-
cians use their tone to get support for their policies (e.g.9–12). Yet, if it is correct that the tone of politicians is 
becoming more emotional and negative, then this is also worrying: a highly emotional and polarized political 
arena on the one hand encourages voters to vote with their gut instead of their mind, and on the other hand 
scares off voters disliking the tone13. Especially for marginalized groups the highly emotional and negative tone 
discourages them to enter politics amplifying unequal representation14. At a macro level, highly emotional and 
negative tone could prevent cooperation across political parties and ideological lines. But what explains this 
emotional and negative tone in politics?

Several grand theories contend to explain the rise in emotional and negative tone in the political arena. On the 
one hand, language, and therefore tone, is seen as fluctuating: for example, responsive to broader societal devel-
opments in general language use in society15 or as strategic responses to the changing electoral environment16 
and audience17. On the other hand, tone is rather fixed, characterized by an ideological asymmetry between 
conservatives and liberals18. Research teams from different disciplines develop and test these theories in isola-
tion with specific cases, unique operationalizations, and analysis strategies, in total producing scattered evidence 
(e.g.4,16,19–23).

We offer an overarching view using a multiverse approach that juxtaposes all data processing, variable opera-
tionalization, and modeling choices we deem reasonable24. This allows us to test multiple theories in multiple 
ways. In total, we estimate and present the results from 12,096 model specifications across seven European 
national parliaments and three decades, using legislative debate transcripts. These data speak directly to claims 
that the conduct of politics is becoming more negative and more emotional. This way we bridge disciplines, 
reconceptualize the dependent variable, and improve on research designs. Overall, we do not find support for a 
trend towards more negative or more emotional speeches in European parliaments. We are also not able to sys-
tematically replicate most previous findings on the determinants of tone in politics across countries. In addition, 
we also find no consistent evidence to support previous findings in our replication using election manifesto and 
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leader speech data. This absence of evidence suggests that to explain the ups and downs in the tone of political 
language we require theories with a stronger role for context and agency.

In this paper, we are using the term tone. Terms such as sentiment, emotive rhetoric, and negativity have also 
been used to analyze the tone politician strike (e.g.17,22,25) in what we call political texts such as speeches, debates 
or election manifestos. In such texts politicians use emotional tone to engage with their audience. Following the 
core affect model26, tone differs in polarity (positive or negative) and arousal (emotional intensity). Tone can be 
used in both strategic or spontaneous utterances to convey a message. Thus, an important distinction here is that 
politicians who express emotional tone are not necessarily feeling emotional themselves.

What then explains the variation in tone? A finding that is systematically replicated is that (politicians of) gov-
ernment parties use more positive tone than (politicians of) opposition parties (e.g.16,19–21,25). In addition to this, 
various disciplines in the social sciences and humanities propose different arguments, to which we will turn now.

First, language itself changes. While common words are passed down through multiple generations for cen-
turies, language evolves dynamically27 with some words getting in and out of fashion28. Also the meaning and 
concepts attached to words changes over time29,30. This is also the case for the emotions expressed in language. 
For instance, the language in American books, song lyrics, and newspapers has become more negative over 
the last decades31,32. At the same time, English language books became less emotional over time, while polarity 
fluctuates between periods33. Temporal changes are also observed in political language. For example, compared 
to previous decades, English-speaking politicians today use fewer words connected to analytical thinking15. 
Speeches of politicians also became less complex over time34–37. We, however, do not know if polarity and arousal 
in politics exhibit similar trends. Expecting that general language changes over time and political language fol-
lowing suit, we propose:

H1: More positive general language use in society leads to more positive language of parliamentary debates.
H2: More arousal in general language use in society lead to more arousal in the language of parliamentary 
debates.

Second, politicians have incentives for reelection, and therefore need to be perceived as responsive to (chang-
ing) citizen demands38. For example, a deep economic recession requires a response from politicians. Economic 
performance affects voting39, with government parties typically punished for poor economic performance, and 
opposition parties rewarded. Politicians, therefore, are incentivized to respond to changes in the economy. This 
may also be reflected in their tone: when the economy is underperforming politicians may be motivated to 
express the negative emotions felt by their constituents, when the economy is performing well they may wish 
to fuel a positive feeling in their constituents16,19,40. In total, we expect that the better the economy, the more 
positive the tone.

H3: Increases in economic performance lead to more positive language of parliamentary debates.

We can also interpret the strategic perspective more broadly. Politicians have been found to be responsive to 
a public mood41. With mood political scientists refer to the public’s preference for a certain set of policies. For 
example, if citizens increasingly favor restrictive immigration policies, politicians follow or anticipate this and 
propose such policies42. Psychologist instead define mood as a long-lasting, persistent emotional state43. We define 
a public mood, then, as an aggregated persistent emotional state of citizens. Like the public mood of political 
science, politicians may be equally responsive to the public mood we define here. This means that politicians are 
incentivized, to some extent, to express the emotions their constituents feel. For example, in response to a national 
disaster, politicians may have to display sadness because this reflects the public mood. On the macro level, the 
public mood—how we define it—varies between countries and over time44. Importantly, this public mood does 
not necessarily become more positive as countries get richer45, suggesting that happiness includes more than eco-
nomically motivated well-being. We hypothesize that these public moods should also be reflected in parliament, 
with politicians not only representing the policy preferences of their electorate, but also their emotional state.

H4: Increases of subjective happiness in society lead to more positive language of parliamentary debates.

What these expectations have in common is that they are motivated by strategic considerations, and that 
politicians can change their tone. Psychology, however, also offers another perspective that argues that politicians 
should be much more consistent in tone in their political texts.

Particularly relevant is the negativity bias—the inclination to respond stronger to negative stimuli compared to 
positive ones. Conservatives, arguably, have stronger negativity biases than liberals do46,47. This is also reflected in 
the more negative tone conservatives use in political texts compared to liberals18,48,49. Negativity bias and ideology 
are rooted in personality, therefore, this a much more stable feature than any of the strategic conditions discussed. 
Psychologists consistently report correlations between personality and ideology. Personality describes a set of 
stable, long-term patterns of thinking, feeling and behaving. Personality traits such as extraversion, openness 
and conscientiousness systematically correlate with ideology, with for example low openness and high consci-
entiousness associated with conservatism. This is relevant because personality also correlates with tone50–53. For 
instance, neuroticism is linked to negative emotion experience54,55 and extraversion correlates positively with 
positive emotions56,57. Further, a study finds that both agreeableness and conscientiousness are negatively related 
to negative emotions53. Such patterns in the words we use (also think about use of pronouns, six-letter-words, 
words indicating vagueness) are relatively stable over time across a variety of contexts52,58. Personality is thus 
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associated with preferences for tone and ideology. Because specific personality traits are more strongly associ-
ated with sociocultural conservatism than with economic conservatism59–61, we expect polarity to be most likely 
related to sociocultural conservatism:

H5.1: Culturally conservative politicians speak more negatively than culturally liberal politicians.

There is, however, a growing body of research that more critically assesses the alleged ideological asymmetry 
between conservatives and liberals. For instance, recent studies did not find support for the link between nega-
tivity biases and political ideology in a series of cross-country psychophysiological experiments62 or for physi-
ological correlates of ideology63. These results are in line with other recent work that failed to find evidence for 
a causal effect of personality on ideology64–66. In sum, the tone of conservative and liberal politicians might not 
differ after all. But even if there is a difference in negativity bias and tone, we don’t know if it is innate or can be 
strategically adapted to the goals of the politician. We thus also pose a contrasting hypothesis:

H5.2: Cultural conservatism is not associated with the polarity in the language of parliamentary debates.

Within parties, politicians also need to build their personal brand and compete for resources such as public 
exposure. Especially new politicians are often limited in their public visibility and need to build a brand, a long-
lasting associations between their name, their issue positions and communication strategy in a competitive 
market67. Emotions are typically an important part of a brand identity68. Political marketing views political 
parties and politicians from a brand perspective, assuming that voters make their electoral choices similar to 
how consumers make purchasing decisions69. To increase their visibility and recognition, politicians can attract 
attention by attacking their opponents70. In addition, this can benefit their reputation within their party for car-
rying out the “dirty” work of negative attacks. To increase their visibility, we expect less experienced politicians 
to speak more negatively.

H6.1: More experienced legislators speak more positively in parliamentary debates.

Are they also more emotional than more experienced politicians? New politicians are also typically younger, 
and age generally correlates with a lower intensity of emotional experience71. Also, older people display emotions 
to a smaller extent and are more effective with regulating their emotions72. In addition, new and unexpected 
experiences can cause stronger emotional experiences73. We would thus expect that less experienced politicians 
are more emotional in their communication. We thus pose the following hypothesis:

H6.2: More experienced legislators speak with less arousal in parliamentary debates.

It is difficult to compare and generalize previous findings (e.g.4,16,19–23 regarding the use of emotions in political 
speeches because they differ in samples of political texts, country selection, time selection, operationalization of 
variables and specification of statistical models (e.g. time-series models vs. multilevel models). We move beyond 
these limitations by adopting a multiverse approach24. This allows us to include all justifiable analytical choices 
regarding sample, operationalization and model specification and generate robust evidence.

We analyse the effects of these mechanisms on both the polarity and arousal of legislators’ tone in parliamen-
tary debates using the ParlSpeech v274 dataset. Parliamentary proceedings provide the perfect type of data because 
they are full records of political texts across long time spans, with comparable recording procedures between 
countries. The also speak directly to claims that the everyday conduct of politics is becoming more negative and 
emotional. We preregistered our study on OSF (https://​osf.​io/​ur5xg/). Overall, we do not find evidence for any 
of our hypotheses. Instead, our multiverse analysis shows that the direction of the associations can go either way 
or are not statistically significant, depending on the specific model specification or country. To ensure our results 
are not driven by this specific type of data (parliamentary speeches), we replicated all analyses on two additional 
datasets that have been used in previous work on political communication: election manifestos75 and EU leader 
speeches76, also preregistered as a follow-up study (https://​osf.​io/​v958t). Our conclusion remain the same.

Results
To answer if tone in parliament indeed became increasingly negative and emotional over the last decades, Fig. 1 
presents quarterly measures of speech polarity and arousal in the studied European parliaments. These meas-
ures have been normalized by country, thus negative (positive) values indicate quarterly scores below (above) 
the country mean. Overall, no uniform trends towards more negativity and emotionality are visible. Only in 
one country (Spain) parliamentary language became more negative, and a minority of European parliaments 
(Denmark, Spain, Sweden) show a trend towards more emotional language in parliament. This is in contrast to 
finding from the U.S., where language became more emotional77 and negative4. In sum, European parliaments 
show a heterogeneous picture when it comes to trends in the tone legislators strike.

Using a multiverse approach24, we specify up to 1296 multilevel models per country and dependent variable, 
each using different measurements of variables and model specifications. Each of these analytical choices is 
arbitrary in the sense that they are all equally justifiable. Table 2 in the “Methods” section gives an overview of 
all choices we considered. There we also explain each variable operationalization in detail. We measure polarity 
and arousal in the speeches of each individual legislator per quarter, using a semi-supervised sentiment-topic 
model78–80 seeded with validated multilingual Lexicoder sentiment dictionaries81,82. We explain this measure in 

https://osf.io/ur5xg/
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detail in the “Methods” section (under Emotional polarity and Emotional arousal), and validate it in Appendix 
C. Our hypotheses, analytical strategy, and a replication using different data sources are preregistered (https://​
osf.​io/​ur5xg/). Deviations from these plans are explained in Appendix D. When interpreting effect sizes, it is 
important to keep in mind that even small changes in textual measures can indicate a substantive difference in 
the tone of a speech (see e.g.16).

Figure 2 present the results from the multiverse analysis, and shows the estimated effects of 1,296 multilevel 
models per country (432 models for arousal). The dependent variable in panel A is the quarterly aggregated 
polarity of speeches given by an individual legislator. Panel B shows speech arousal. To illustrate, the top-right 
plot shows the specification curve of the experience variable on speech polarity in Austria. All dots of the speci-
fication curve are grey, thus each model estimate is insignificant with p ≥ 0.05 using a two-sided test. In contrast, 
the top-left plot (the estimated effects of the general language polarity in Austria) includes statistically significant 
positive and negative effects shown in red. In this case, about 30% of the models result in a statistically significant 
effect of general language polarity on speech polarity in parliament. However, some of these effects are positive, 
and some are negative, giving an inconclusive picture.

Preregistered analyses
We expected that with general language becoming more positive (H1) or more arousing (H2), parliamentary 
debates should follow in the same direction. Overall we do not find support for either hypothesis. Across all 
countries, we find conflicting results for the relationship between general language and tone in parliament. 
While in the majority of models the estimates are non-significant, the they also differ in direction between 
countries. Regarding polarity (H1) the results point into a positive direction in Germany, but towards a negative 

Figure 1.   Speech polarity and arousal in European parliaments over time. Note The y-axis displays average 
polarity and arousal scores per quarter in each studied legislature (normalized by country). The red dashed 
line is a fitted regression line with 95% confidence intervals. Overall, the development of polarity and arousal 
over time differs between countries. Parliamentary debates became more positive in Austria, Germany, and 
the United Kingdom, but more negative in the Netherlands, and Spain. They also became more emotional in 
Denmark, Spain, and Sweden, but less emotional in the Netherlands and the United Kingdom.

https://osf.io/ur5xg/
https://osf.io/ur5xg/
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relationship in Sweden. The picture is similarly mixed for arousal (H2), with positive (Austria, Germany) and 
negative (Netherlands) estimates. Again, most results are not statistically significant.

We preregistered that increases in economic performance are positively associated with more positive lan-
guage of parliamentary debates (H3). Again our results are inconclusive: For most countries we find both positive 
and negative, and mostly insignificant, estimates. The only exception is the United Kingdom, where our results 
show a positive relationship between economic performance and polarity across almost all multiverse specifica-
tions, replicating previous findings from this country (e.g.20).

Similarly to economic performance, we expected that increases of subjective happiness in society are associ-
ated with more positive language of parliamentary debates (H4). Across all models our results are inconclusive. 
While some models do produce statistically significant effects, they are positive in Germany and the Netherlands, 
but negative in Austria, Denmark, and the United Kingdom.

Figure 2.   Specification curves of legislators’ tone across multiverse of models. Note Results from the 
multiverse of multilevel models explaining polarity and arousal in quarterly aggregated speeches of individual 
legislators (AT: n = 10,058, DK: n = 8526, GER: n = 33,326, NL: n = 10,357, ESP: n = 902, SWE: n = 18,641, 
UK: n = 57,141). Effects with p < 0.05 are shown in red, effects with p ≥ 0.05 are shown in grey. The dashed 
line indicates an effect of 0. All continuous variables have been standardized. To facilitate visual display, each 
specification curve depicts a random sample of 50 models. In panel (A), a total of 1296 models were estimated 
for each country (432 in panel B).
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Turning to ideology, we had two competing hypotheses. H5.1 predicted ideological asymmetry (culturally 
conservative politicians speak more negatively than liberal politicians), while H5.2 predicted ideological sym-
metry (no difference between culturally conservative and liberal politicians). Overall, we do not find support for 
either hypothesis: Conservatism is associated with more negative tone in legislators’ speeches in Austria (half of 
the models), the Netherlands, and Sweden, but for some countries the effect is reversed (Denmark, Germany, 
United Kingdom). For Spain the results point towards a negative relationship, but the estimated effects are not 
statistically significant across the multiverse. While ideology and tone seem to be related, this relationship differs 
in direction between countries. We thus conclude that the effect of ideology on polarity is context-specific and 
cannot be generalized. In addition we looked at the effect of ideological extremism (not preregistered), and we 
expected more extreme politicians to speak more negatively. We do not find conclusive evidence for this either.

We formalize the interpretation of the effect of ideology on polarity across specifications using a bootstrapping 
procedure. We use bootstrap resampling to create a distribution of specification curves under the null hypothesis 
(no relationship between the independent and dependent variable), and test how inconsistent our obtained results 
are with the null hypothesis of no effect. We explain this procedure in detail in the “Methods” section (under 
Joint inference tests across multiverse specifications). Table 1 presents the results of these joint inference tests. 
Each line in the table presents the median effect of conservatism and extremism across the multiverse of speci-
fications for each country, as well as the associated bootstrapped p-value. As already indicated visually in Fig. 2, 
there is no systematic effect of ideology (cultural conservatism or ideological extremity) on language polarity 
across countries. In all but one countries we do find a robust statistically significant association between ideology 
and polarity, but the direction of the association differs between countries. We thus conclude that we neither 
find support for the ideological asymmetry hypothesis H5.1 nor for the ideological symmetry hypothesis H5.2.

We also expected experienced politicians to speak more positively (H6.1) and with less arousal (H6.2). For 
both hypotheses our results provide conflicting evidence. In most countries the effects of experience on polarity 
are not statistically significant across the entire (Austria, Denmark, Spain) or majority (Sweden) of the multiverse. 
They are, however, consistently positive in Germany and the United Kingdom, but point towards a negative 
relationship in the Netherlands. Regarding arousal our results paint a similar conflicting picture.

Exploratory analyses
In addition to our preregistered hypotheses we also explored additional correlates of tone in politics. Across coun-
tries and multiverse specifications, our single consistent finding is that legislators of government parties speak 
more positively compared to their colleagues from the opposition, replicating previous studies (e.g.16,19–21,25). We 
had no hypothesis about the relationship between ideology and arousal, and do not find evidence for ideological 
asymmetry when it comes to speech arousal. Unlike parliamentary debates in the U.S.77, there is no consistent 
relationship between speech arousal and ideology or ideological extremism. Previous studies found a relation-
ship between political polarization and polarity in the United Kingdom19, with more positive language being 
used in times of low positional party polarization. We, however, find the opposite correlation across multiverse 
specifications in the United Kingdom, with similar results in Germany. In all other countries, our results are either 
not statistically significant or point in both positive and negative directions. Also, unlike previous studies17,83,84 
we do not find a systematic relationship between gender and polarity or arousal. The only notably exception is 
Sweden were male legislators speak with more arousal compared to female legislators. We also explored interac-
tion effects between the economy and government and between happiness and government in Appendix B. We 
do not find any systematic relationship here.

Replication
Do our results generalize to other types of political text? To test this we replicated our analysis with two additional 
datasets: the Manifesto Project dataset75 and the EUSpeech v2 dataset76 using the 7 countries from the original 

Table 1.   Joint inference tests of the effects of ideology on polarity.

Independent variable Country Median effect across multiverse specifications p value of bootstrap test

Conservatism

Austria − 0.02 0.43

Denmark 0.04 ≤ 0.01

Spain − 0.37 ≥ 0.99

Germany 0.03 ≤ 0.01

Netherlands − 0.03 0.014

Sweden − 0.04 ≤ 0.01

United Kingdom 0.05 ≤ 0.01

Extremism

Austria 0.03 0.44

Denmark − 0.02 ≥ 0.99

Spain − 0.04 ≥ 0.99

Germany − 0.07 ≤ 0.01

Netherlands 0.01 ≥ 0.99

Sweden − 0.00 ≥ 0.99

United Kingdom − 0.08 ≤ 0.01
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analyses. These new analyses were preregistered after finishing the original analysis and follow the same proce-
dure where possible. These results, presented in Appendix B.1 and B.2, do not change the general conclusion: 
there are no systematically positive or negative effects across countries and specifications.

Discussion
Modern politics is overwhelmingly negative in tone1, and many believe that political language is increasingly 
negative and emotional (e.g.2–8). This has sparked interest in possible explanations of the ups and downs of emo-
tions in politics (e.g.16,19,20). To systematically test several contending theories we conducted a multiverse analysis 
to explain the variation in the polarity and arousal of tone in 7 national parliaments. We find no evidence of a 
systematic effect of any of our theorized relationships. We do replicate the single, systematic finding that politi-
cians from government parties use more positive tone than politicians from opposition parties.

Our multiverse approach produces findings across a large set of model and variable specifications. These 
results highlight that generalizations from existing theories, so far tested only in isolation and limited cases, are 
weak. They also illustrate that choosing a single specification could lead to biased conclusions. Other researchers 
might consider different analytical decisions, leading to a differently specified multiverse. Given the variation in 
the results, we believe it to be unlikely that an even larger multiverse leads to more systematic results. In sum, 
the multiverse approach produces a robust evaluation of the evidence.

In this paper we tell it like it is. Our results are statistically significant at times, but the direction of the effects 
varies between positive and negative across countries. Rather our suggestion is that we require theory with a 
stronger role for context and agency.

To illustrate, the ideological asymmetry claim stems from an assumed personality difference between liberals 
and conservatives. Personality is closely linked with linguistic habits, such as using particular emotion language. 
Yet, ideology does not explain all variation in personality. Therefore, personality may be linked to tone in a 
much richer way than ideology alone. For one, agreeableness is often linked with anger expressions but not with 
ideology. But also, personality may explain why two politicians would use entirely different tone in response to 
the same event. In sum, personality remains relevant, but rather as a way to theorize more complex individual-
specific relationship with the polarity and arousal of tone.

Also, the hypothesised effects may be context-specific because not all mechanisms can work the same way in 
different political systems. For instance, national parliaments differ in the ability of individual members to speak, 
with high party control in most of them. It thus might be that the individual ability to strategically respond to 
changing environments is more pronounced in parliaments like the House of Commons where all members have 
an equal opportunity to speak. Different political systems also provide different electoral incentives to respond 
verbally. Further, it might also be the case that only specific time periods in the legislative cycle or types of debates 
allow for these mechanism to play out. The challenge here is that there are few countries we can compare, and 
many variables on which they differ.

While our study provides valuable insights using legislative debates, it is important to recognize the charac-
teristics of this data source. Legislative debates might exhibit different trends in polarity and arousal compared 
to campaign advertising, news coverage, or social media communication. While legislative debates, like election 
manifestos or leader speeches, represent a highly formalized domain distinct from other platforms, they enable 
us to identify intentional decisions shaping the tone of politics. Therefore, our conclusions are limited to the 
platforms we have studied, and different patterns might emerge from campaign materials or other communica-
tion platforms. Future research would benefit from expanding our study to include these different platforms.

In addition, it’s worth exploring how political leaders might influence citizens’ emotional preferences. Drawing 
from research on the influence politics elites have on public preferences85–87 leaders might not just reflect public 
sentiment, but actively shape it. Understanding this potential feedback loop—where leaders’ tones impact public 
emotion—would enhance our understanding of political discourse dynamics.

Substantively, you may read a positive note in our conclusions. First, there is not a universal trend towards 
more negativity or more emotionality in political language. Rather, we observe ups and downs in polarity and 
arousal. Second, the suggestion that agency is more important than currently thought, proposes that politicians 
are not bound by some “iron cage” of emotionality, but that they themselves have a choice.

Materials and methods
Data
The data for our dependent variables is based on parliamentary speeches and come from the ParlSpeech v2 
dataset74. This dataset contains annotated full-text vectors of roughly 6.3 million plenary speeches in the key 
legislative chambers of Austria, the Czech Republic, Germany, Denmark, the Netherlands, New Zealand, Spain, 
Sweden, and the United Kingdom, covering periods between 21 and 32 years. The covered periods lie between 
1987 and 2019. New Zealand is excluded from the analysis because of missing data in the independent variables. 
The Czech speeches were dropped because there is no Czech language stemmer in R. Additional data to measure 
independent variables come from the OECD Statistics Data88, the Manifesto Project dataset (MP)75, the ParlGov 
dataset89, and the Eurobarometer surveys

Multiverse analysis
We follow a multiverse approach24 and display our results in the form of a specification curve90: Instead of only 
presenting one dataset and model resulting from our selection of variables, operationalizations, and modelling 
choices, we present the multiverse of datasets and models resulting from all choices we consider possible and 
reasonable. We then run all analyses on all of these datasets and present these results across all datasets and mod-
els. For each country we study, we use legislator level models (speeches aggregated by legislator and quarter) to 
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test our hypotheses. We analyze each country individually, because formal and informal rules about who speaks 
in parliament differ between countries91. Table 2 lists the choice of variables and models we consider equally 
justifiable for the analysis. All options represent multiple ways the datasets and models can be constructed. The 
dependent variable is either polarity or arousal. In the remainder of this “Methods” section we provide additional 
details about these alternatives.

Model specification
Our models deal with variation in our dependent and independent variables over time, within, and in-between 
legislators. To deal with this nested and time-dependent data structure, different ways of modelling have been 
employed in the literature on legislative speech making (e.g.92,93). The major difference compared to that literature 
is that our data deals with the content of legislative speeches, and not with the number of speeches given. We 

Table 2.   Multiverse of model specifications.

Variables Associated prereg. hypotheses or exploratory expectations

1. DV: Emotional polarity (P)/Emotional arousal (A)

 (a) P1: Net sentiment/(a) A1: Sum of sentiment probabilities

 (b) P2: Net sentiment weighted by arousal

  (c) P3: Empirical logit logit

2. General language (L)

⇒ H1&H2
 (a) L1: Emotional polarity/arousal in movies

 (b) L2: Emotional polarity/arousal in books

 (c) L3: Mean of L1–L2

3. Economic performance (EP)

⇒ H3

 (a) EP1: Economic growth rate

 (b) EP2: Recession (negative growth in two consecutive quarters)

 (c) EP3: Unemployment rate

 (d) EP4: Combined index of economic growth rate and unemployment rate

4. Subjective happiness (H)
⇒ H4

  (a) H1: Subjective well-being (Eurobarometer)

5. Conservatism (C)
⇒ H5.1&H5.2

 (a) C1: Cultural conservatism of legislator’s party

6. Experience (EX)
⇒ H6.1&H6.2

 (a) EX1: Quarters in parliament since first elected

7. Extremism (EXTR)
Extremism↑⇒polarity↓

 (a) EXTR1: Cultural extremism of legislator’s party

8. Polarization (POL)
POL ↑⇒ polarity ↓

 (a) POL1: Dalton’s polarization index

9. Government status (G)
GOV:yes⇒ polarity ↑

   (a) G1: Member of government party

10. Topic saliency (T)
None: control variable

 (a) T1: Share of topic coverage of 5 meta topics

11. Party size (P)
None: control variable

 (a) P1: Seat share of legislator party

12. Election (E)

None: control variable
 (a) E1: Quarter of election

 (b) E2: Quarter preceding election

 (c) E3: Quarter preceding election + quarter of election

13. Gender (G)
Difference, no direction

 (a) G1: Gender of legislator (m/f)

14. Models (M)

 (a) M1: Multilevel with legislator random intercepts

 (b) M2: M1 + lagged dependent variable

 (c) M3: Multilevel with legislator and quarter random intercepts

 (d) M4: M3 + lagged dependent variable

15. Interactions (I)

 (a) I1: No interactions

 (b) I2: H x G

 (c) I3: EP x G
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use multilevel models (quarterly measures clustered within legislators) using legislator random intercepts. To 
account for the repeated measurement of the dependent variables, we include models with a lagged dependent 
variable. In addition, following papers treating time as clusters on their own (e.g.94), we also estimate models 
with observations clustered within legislators and quarters, both with and without a lagged dependent variable. 
We also specify models with interaction effects between the government status of a legislator and economic 
performance/subjective happiness (see Table 2).

Joint inference tests across multiverse specifications
To simulate p values for inference tests across the multiverse of model specifications we use a bootstrapping-
under-the-null procedure95. In contrast to a simpler permutation test this procedure does not assume randomly 
assigned independent variables, and is suitable for observational data90. We force the null-hypothesis of no effect 
on the data, and test how surprising our obtained results are given the null-hypothesis of no effect. Applying this 
approach to our multiverse analysis leads to the following steps: 

1.	 We estimate all K specifications with the observed data. These result in K different point estimates: b̂k with 
k = 1 . . .K.

2.	 We generate K different dependent variables under the null, yk∗ = yk − b̂k × xk . Now every row of data has 
x values and K different y∗ values.

3.	 We draw at random (with replacement) N rows from this dataset, using the same drawn rows of data for all 
K specifications.

4.	 We estimate the K specifications on the drawn data.
5.	 We repeat steps 3 and 4500 times.
6.	 For each bootstrapped sample we now have K estimates, one for each specification. We calculate how many of 

the resampled specification curves result in a significant effect at α = 0.05 . We then calculate the percentage 
of resamples that exhibit an equal or larger number of significant effects compared to the results from the 
observed data. This percentage is the p-value of the joint inference test.

Emotional polarity
We use the polarity dimension of the core affect model26 to operationalize positive language use. We use a 
semi-supervised joint sentiment-topic model (JST)78,79 to measure polarity in the transcripts of parliamentary 
speeches. Compared to a plain application of sentiment dictionaries, this procedure improves the overall estimate 
of speech sentiment because it takes into account the context of a topic in which a word is used80, and we show a 
validation of the measure in appendix C. Importantly, JST models models take an emotion dictionary as input, 
and combine it with an unsupervised Latent Dirichlet Allocation (LDA) model96 that estimates the occurrence 
of topics in a text. To estimate these joint sentiment-topic model we use the sentitopics package for R. It follows 
the original implementation of JST78 and requires a sentiment dictionary as input. We use the Lexicoder Senti-
ment Dictionary81 and its machine-translated versions82, which have been extensively validated on political 
texts, including parliamentary speeches82. After feeding JST with these dictionaries, it estimates topic-specific 
sentiment and combines it into one overall document-level sentiment probability. For each text the model returns 
probabilities that the text is positive, negative, or neutral: If the model finds many words associated with positive 
topic-sentiment, the probability of the positive label increases. Vice versa, the probability of the negative label 
increases if the model finds many words associated with negative topic-sentiment. The literature operationalizes 
polarity in different ways. With our multiverse approach we can take into account these different specifications. 
The first option is to subtract the probability of negative sentiment from the probability of positive sentiment. 
This can be written as:

    We also consider a transformation that weights the scores obtained from Eq. (1) by the arousal of a text (prob-
ability a text is positive or negative) in the following form:

Finally, following other studies on parliamentary speech polarity82, we conceptualize polarity as the logged ratio 
of probabilities of positive to negative sentiment labels:

In all three cases, the polarity measure is bound between -1 (extremely negative) and 1 (extremely positive).

Emotional arousal
Our second dependent variable reflects the intensity dimension of the Circumplex model. The measurement of 
this variable essentially follows the procedure described above. In fact we are using the same output from the JST 
model to measure arousal. To arrive at a continuous measure of arousal we sum the probabilities of the positive 
and negative labels. This can be written as:

(1)polarity = Pr(positive)− Pr(negative)

(2)polarity =
Pr(positive)− Pr(negative)

Pr(positive)+ Pr(negative)

(3)polarity = log
Pr(positive)+ 0.5

Pr(negative)+ 0.5

(4)arousal = Pr(positive)+ Pr(negative)
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Since we are summing probabilities, this measure of arousal is bound between 0 and 1, where 0 indicates a text is 
entirely neutral (in this case the probability of the third, neutral category from the JST model would be 1), and 1 
indicates a text is extremely emotional. This way, the difference between positive and negative probabilities can 
be small, while still containing high levels of arousal.

The preprocessing we apply to the speech data (text of speeches) includes removing speeches by the chair (who 
mainly cover procedural aspects), lower-casing, removal of non-alphabetic characters, removal of stopwords, and 
stemming. We also remove speaker-quarter observations with less than 50 words because they would make the 
measurement of the dependent variable unreliable. After this procedure, features that occur less than 10 times 
and in more than 95% of all documents within each legislature are removed to increase computational efficiency.

General language
We use two data sources to measure the polarity and arousal of the general language used in a country: (1) 
the written words produced in each of the languages included in our dataset using the Google Books corpus, 
and (2) movie subtitles for each language using the opensubtitles.org corpus97. The polarity and arousal of the 
movie subtitles are measured using the Lexicoder dictionaries applied to the corpus, while for the Google Books 
corpus we used the Google Ngram Viewer, accessed via the ngramr R-package98, to look up the word shares of 
the words from the Lexicoder dictionaries in the respective language specific corpus and time period. We also 
use the (3) mean of these two measures. This allows us to investigate the combined effect of language change 
as well as differences between cultural institutions. Because the Google Books corpus is only available in Ger-
man, English, and Spanish, the measurement of general language is limited to movie subtitles for Denmark, the 
Netherlands, and Sweden.

Subjective happiness
Our measure of subjective happiness in society follows previous research on happiness and politics using self-
reports of life satisfaction from large, representative samples (e.g.99–102). The variable is measured as the mean of 
all respondents per country to the life satisfaction question that has been asked in the Eurobarometer surveys 
since 1973. For that, the four ordinal answers of surveyed individuals are recoded into numeric values from 1 to 
4. As our data source we use a dataset containing the combined Eurobarometer subjective happiness data from 
our studied time period102.

Economic performance
To measure economic performance we use different indicators of economic prosperity. Economic growth is 
the percentage growth in real GDP expenditures from the OECD Statistics Data88. We consider the economy 
to be in a recession if growth is negative in two consecutive quarters. Also the unemployment rates come from 
the OECD Statistics Data. In addition, we create an index of economy prosperity by combining the growth and 
unemployment indicators. We include these different measures because different measures of objective well-being 
have been used in previous studies (e.g.16,20).

Cultural conservatism and extremism
We measure cultural conservatism on the party level using a cultural liberal-conservative scale. Using the CMP 
dataset, we subtract attention to liberal issues in the dataset from the attention to the conservative issues. Liberal 
issues include pro-EU, pro-immigration, anti-national way of life, anti-traditional morality, pro-multiculturalism, 
anti-military, pro-internationalism, anti-imperialism, pro-peace, pro-environment, pro-culture, and support 
for under-privileged minority groups statements. Conservative issues include anti-EU, anti-immigration, pro-
national way of life, pro-traditional morality, anti-multiculturalism, pro-military, anti-internationalism, pro-
Freedom and Human Rights and pro-political authority, pro-law and order statements. Similar to previous work 
creating a composite scale from manifesto data (e.g.37,103), we use the log-transformed sums of attention to these 
individual issues. By squaring this score we arrive at the extremism measurement.

Party system polarization
We measure party system polarization using the index by Dalton104. This index uses the left-right score of the 
CMP data, and calculates party system polarization as:

Legislator experience
To measure the experience of a legislator in a given quarter, we count the number of quarters since the first time 
they entered parliament, independent of weather they served in parliament without interruptions.

Government status
We control for the government status of the party a legislator belongs to. This is measured using the information 
on cabinet composition from the ParlGov dataset89, and equals 1 if a legislator’s party is in government during 
a quarter, and 0 otherwise.

(5)PI =

√

∑

i

(party_vote_sharei) ∗ ([party_LR_scorei − party_system_average_LR_score]/5)2
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Topic saliency
We control for the selection of topics MPs speak about using the topic estimates of the joint sentiment topic 
model, which can be interpreted as the percentage a document is about a given topic. We aggregate these topics 
into 5 different thematic categories, and use these meta-topics for the further analyses. These topics are: (1) EU/
European Integration, (2) Economy, (3) Security, (4) Healthcare, and (5) Immigration. The selection of these 
meta topics is based on an initial analysis of speeches from the UK ParlSpeech v1 data, where these meta-topics 
emerged as meta topics covering a large share of speeches.

Party size
We also control for party size, measured as the seat share of the party a legislator belongs to using the ParlGov 
dataset89.

Elections
We also control for possible effects of elections on speech polarity and arousal. We consider three ways to specify 
this variable and set a dummy variable to 1 for: (1) quarters preceding a general election, (2) quarters where an 
election takes place, and (3) quarters preceding a election and quarters where an election takes place.

Data availability
All data analyzed in this study are publicly available. Links to all data sources can be found in the preregistration 
document and the OSF project site: https://​osf.​io/​ur5xg/.

Code availability
All scripts used for the analyses presented in this study will be made available upon publication on the OSF 
project site: https://​osf.​io/​ur5xg/.
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