
1

Vol.:(0123456789)

Scientific Reports |        (2023) 13:22700  | https://doi.org/10.1038/s41598-023-49250-7

www.nature.com/scientificreports

Neural effects of TMS trains 
on the human prefrontal cortex
Jessica M. Ross 1,2,3, Christopher C. Cline 1,3, Manjima Sarkar 1,3, Jade Truong 1,3 & 
Corey J. Keller 1,2,3*

How does a train of TMS pulses modify neural activity in humans? Despite adoption of repetitive TMS 
(rTMS) for the treatment of neuropsychiatric disorders, we still do not understand how rTMS changes 
the human brain. This limited understanding stems in part from a lack of methods for noninvasively 
measuring the neural effects of a single TMS train—a fundamental building block of treatment—as 
well as the cumulative effects of consecutive TMS trains. Gaining this understanding would provide 
foundational knowledge to guide the next generation of treatments. Here, to overcome this 
limitation, we developed methods to noninvasively measure causal and acute changes in cortical 
excitability and evaluated this neural response to single and sequential TMS trains. In 16 healthy 
adults, standard 10 Hz trains were applied to the dorsolateral prefrontal cortex in a randomized, 
sham-controlled, event-related design and changes were assessed based on the TMS-evoked potential 
(TEP), a measure of cortical excitability. We hypothesized that single TMS trains would induce changes 
in the local TEP amplitude and that those changes would accumulate across sequential trains, but 
primary analyses did not indicate evidence in support of either of these hypotheses. Exploratory 
analyses demonstrated non-local neural changes in sensor and source space and local neural changes 
in phase and source space. Together these results suggest that single and sequential TMS trains may 
not be sufficient to modulate local cortical excitability indexed by typical TEP amplitude metrics but 
may cause neural changes that can be detected outside the stimulation area or using phase or source 
space metrics. This work should be contextualized as methods development for the monitoring of 
transient noninvasive neural changes during rTMS and contributes to a growing understanding of the 
neural effects of rTMS.

Repetitive transcranial magnetic stimulation (rTMS) is a safe and effective treatment for major depressive dis-
order, obsessive–compulsive disorder, smoking cessation, and migraines1. Despite FDA clearance for depres-
sion 15 years ago, response rates remain at 50%2,3. This suboptimal response rate may in part be because little is 
known about how rTMS treatment modulates neural activity in humans. Gaining a better understanding of how 
a single TMS train, the building block of rTMS treatment, modulates neural activity would provide foundational 
knowledge to guide the next generation of treatments. For example, development of an acute neural indicator of 
single TMS trains demonstrating prefrontal target engagement could guide high throughput screening of novel 
TMS patterns as well as adaptive, closed loop TMS treatments.

Unlike other noninvasive metrics, the TMS-evoked potential (TEP) provides a causal measurement of corti-
cal excitability4–11 and thus may be well suited for probing the neural effects of TMS trains. A few motor cortex 
studies have explored the acute neural effects of rTMS, demonstrating that a single TMS train modulates the 
evoked response within 55–100 ms of the train12–14. However, these results are difficult to interpret due to large 
TMS-related sensory responses evoked by each pulse in the train that overlap with the acute direct neural effects 
after the train15–18. Further, it is difficult to extend these motor cortex findings to the dlPFC where rTMS treat-
ment is applied for depression. Indeed, little is known about the acute neural effects of TMS trains applied to the 
dlPFC, a region heavily implicated in psychiatric disorders19. In a prior study, we demonstrated that short-latency 
neural responses (25 and 33 ms after the train) may be larger following 10, 15, or 20 Hz trains compared to 1 Hz 
trains (manuscript under revision). While interesting, this study examined the evoked response to the last pulse 
in the TMS train (within 300 ms of the end of the train), rendering results difficult to interpret given the strong 
sensory responses from all pulses in the train lasting up to 300 ms after the last pulse in the train. To avoid these 
sensory confounds, in the current study we evaluated post-train effects at latencies greater than 300 ms after the 
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last pulse in the train. To control for ongoing sources of variability in the brain, we used an evoked response to 
capture post-train excitability. To do this, we delivered two additional single TMS pulses starting at 500 ms after 
each TMS train and examined the resulting evoked responses.

For analysis of the post-train TMS-evoked potentials (TEPs), we focus on the early (< 80 ms) components of 
the TEP under the site of stimulation (early local TEP) as our primary outcome measure as it likely reflects local 
cortical excitability20,21, tracks depression pathology20, changes after rTMS treatment in depression, and these 
changes in a small study predicted clinical outcome7,20. A similar early evoked response is observed in invasive 
electrical recordings following single electrical pulses, providing some validation of the neural correlates of this 
component of the TEP22. Additionally, current TMS-EEG evidence suggests that the early TEP is less likely to 
be confounded by sensory responses23–27.

In the current study, we sought to evaluate the acute neural effects of single and sequential dlPFC TMS trains 
using a sham-controlled, event-related study design. We hypothesized that single TMS trains but not sham would 
modulate acute cortical excitability, captured in the early local TEP, and that sequential TMS trains would lead to 
accumulated effects in the early local TEP. However, we did not observe single train or cumulative train effects 
on the early local TEP quantified using standard methods. In contrast, exploratory analyses revealed that single 
TMS trains may induce non-local effects on the evoked response as well as early local effects when using more 
sophisticated methods28–30. Together, this work provides foundational knowledge relevant for the monitoring of 
transient neural changes during rTMS that can be used to guide the next generation of treatments.

Methods
Participants
This study was carried out in accordance with the Declaration of Helsinki, reviewed and approved by the Stanford 
University Institutional Review Board, was performed in accordance with all relevant guidelines and regula-
tions, and written informed consent was obtained from all participants. 52 healthy participants (19–65 years old 
[M = 44.4, SD = 13.3, 31F/20 M/1O]) responded to an online recruitment ad and after an initial online screening 
and consent, 18 eligible participants (25–60 years old [M = 42.9, SD = 11.8, 9F/9 M]) were enrolled. Two partici-
pants withdrew because rTMS was intolerable and the remaining 16 participants were included in the analyses 
(M = 43.1 years, SD = 12.5, 8F/8 M). See Table S1 for additional demographics.

Inclusion criteria on the online screening form were (a) aged 18–65, (b) able to travel to study site, (c) fluent 
in English and (d) fully vaccinated against COVID-19. Exclusion criteria were (a) lifetime history of psychiatric 
or neurological disorder, (b) substance or alcohol abuse/dependence in the past month, (c) heart attack in the 
past 3 months, (d) pregnancy, (e) presence of any contraindications for rTMS, such as history of epileptic seizures 
or certain metal implants31, or (f) psychotropic medications that increase risk of seizures including Bupropion 
(≥ 300 mg/day) and/or any dose of Clozapine. Participants were also required to complete the Quick Inventory of 
Depressive Symptomatology (16-item, QIDS) self-report questionnaire and were excluded from the study if they 
scored 11 or higher indicating moderate depression32,33. All participants completed an MRI pre-examination 
screening form provided by the Richard M. Lucas Center for Imaging at Stanford University to ensure participant 
safety prior to entering the MRI scanner. Eligible participants were scheduled for two study visits: an anatomical 
MRI scan on the first visit and a TMS-EEG session on the second visit.

Overall study design
Conditions were chosen to examine the transient neural effects induced after single and sequential 10 Hz TMS 
trains were applied to the left dlPFC (Fig. 1A). We quantified transient induced neural effects using the TMS-
evoked potential (TEP) evoked by single pulses of TMS (probe pulses) applied after each TMS train (Fig. 1B). 
We chose to quantify the effects of TMS trains in this manner to obtain a causal measurement of train-induced 
neural effects and because TEPs are well described in the literature7,9. Because the sensory response to TMS 
pulses lasts for at least 300 ms26,27,34–36, we chose to add a 500 ms delay between the last pulse in the TMS train 
and the first TMS probe pulse. Because we hypothesized that the neural effects of single TMS trains would be 
transient and not last longer than one second, and to examine the temporal specificity of the effects, we applied 
a second control probe pulse two seconds after the TMS train. While it would have been advantageous to probe 
the acute neural effects less than 500 ms after the TMS train, we determined that strong sensory responses to 
the TMS train and the inability to perfectly match the perception of active and sham TMS trains would render 
interpretation of a TEP < 500 ms after a TMS train difficult. For four subjects, we jittered probe latencies within 
early (500–700 ms) and later (1900–2100 ms) latency time windows to evaluate if the neural effects observed at 
500 ms and 2 s were dependent on those exact timings (Fig. S4). Given the lack of clear neural effects between 
TEP responses after probe pulses applied within each jittered 200 ms range (Fig. S4), for subsequent subjects we 
focused experimentation on the neural effects at fixed probe times (500 ms and 2 s) following the TMS train.

Our main outcome measure was the TEP from each probe pulse following TMS and sham trains. Changes 
in the TEPs were quantified by examining the early (20–50 ms and 50–80 ms) time windows of the TEP from 
EEG electrodes underneath the TMS brain target in the four conditions: (1) TEP from the probe pulse 500 ms 
after an active TMS train (active rTMS, early probe); (2) TEP from the probe pulse 2000 ms after an active TMS 
train (active rTMS, late probe); (3) TEP from the probe pulse 500 ms after a sham TMS train (sham rTMS, early 
probe); (4) TEP from the probe pulse 2000 ms after a sham TMS train (sham rTMS, late probe). To explore the 
cumulative effects of sequential TMS trains on the TEP, for each condition 12 consecutive TMS trains were 
applied in block order for 13 subjects. The order of conditions was randomized. We hypothesized that single 
10 Hz trains to the dlPFC would affect the early local TEP for less than one second following active TMS trains 
(active rTMS early probe would be different than all other conditions). We further hypothesized that sequential 
TMS trains would enhance this effect.
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Transcranial magnetic stimulation
TMS targeting and calibration
Both single pulse TMS and TMS trains were delivered using a MagVenture Cool-B65 A/P figure-of-eight coil 
(MagVenture, Denmark) from a MagPro X100 system (MagVenture, Denmark). A thin (0.5 mm) foam pad 
was attached to the TMS coil to minimize electrode movement and bone-conducted auditory artifact. A TMS-
Cobot-2 system (Axilum Robotics, France) was used to automatically maintain orientation of the active coil 
relative to the subject’s head. Neuronavigation (Localite TMS Navigator, Alpharetta, GA) was used to derive the 
TMS targets for each subject based on their individual T1-weighted MRI image. MRI was performed on a GE 
DISCOVERY MR750 3-T MR system (General Electric, Boston, Massachusetts) using a 32 channel head coil. 
T1 structural scans were acquired using a BRAVO pulse sequence (T1-weighted, sagittal slice thickness 1 mm, 
acquisition matrix 256 × 256, TR 8 ms, TE 3 ms, FA 15°).

Resting motor threshold
To obtain resting motor threshold (RMT), single pulses of TMS were delivered to the hand region of the left 
primary motor cortex with the coil held tangentially to the scalp and at 45° from the midsagittal plane37–39. The 
optimal motor hotspot was defined as the coil position from which TMS produced the largest and most consist-
ent visible twitch in a relaxed first dorsal interosseous (FDI) muscle39. RMT was determined to be the minimum 
intensity that elicited a visible twitch in relaxed FDI in ≥ 5/10 stimulations40,41.

Determining target location, coil angle, and intensity
Our goal was to maximally modulate the left dlPFC node of the fronto-parietal network with TMS. Thus, we 
targeted a set of MNI coordinates (−38, 23, 38) previously identified as the group (n = 38) peak of that node 
within the fronto-parietal network42. To minimize discomfort, we applied single pulses of TMS at 110% RMT 
at various angles (0°, 45°, and 90°) from the midsagittal plane and instructed subjects to select the angle that 
was most tolerable27. The optimal angle for each subject can be found in Table S2. Each subject then underwent 
a TMS train intensity ramp to introduce the sensation of the train. Subjects were instructed to notify operators 

Figure 1.   TMS trains did not modulate the sensor-space early local TEP amplitude. (A) TMS was delivered 
over the left dlPFC and local TEP analysis was performed using six left frontal electrodes. (B) Experimental 
design: Active and sham TMS trains were applied to the left dlPFC and single TMS pulses were used as probes 
to evaluate the TMS-evoked potential (TEP). Probe pulses were applied at 500 ms (early probe) to assess early 
rTMS-induced changes or 2 s (late probe) as a control. All probe pulses were active TMS, allowing a direct 
comparison between active and sham trains. To assess cumulative inter-train effects, up to 12 consecutive 
active and sham trains were applied. The blocks of active or sham rTMS were randomized. C) Group sensor-
space TEPs (n = 16) are shown for the −50 ms to 250 ms window. Time = 0 is the time of the single TMS probe 
pulse applied at 500 ms or 2 s after the TMS train. The two analysis latency windows are indicated with blue 
(20–50 ms) and red (50–80 ms) horizontal bars. See Supplementary for individual subject LMFA time series 
(Fig. S1–S2). D) Null group effects of the local TEP size (quantified using LMFA) in both latency windows 
(20–50 ms, 50–80 ms) across conditions.
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if stimulation intensity became intolerable. The first TMS train of the visit began at 55% RMT and gradually 
increased to 110% RMT. In cases of intolerance, the stimulation intensity was adjusted down until tolerable for 
the following TMS train blocks (Table S2 for tolerable intensity used for each participant). Two participants found 
the TMS trains to be intolerable at all tested intensities and withdrew their participation. Eight participants could 
not tolerate the TMS trains at 110% RMT. To determine whether the size of the early local TEP was larger in 
subjects who received greater intensity rTMS, we performed a simple linear regression and found that TEP size 
was not significantly predicted by %MSO. To check whether the size of the early local TEP was larger in subjects 
with a greater cortical stimulation (accounting for individual factors such as anatomy and coil orientation), we 
calculated E-field magnitude for 14 subjects, using SimNIBS v3.2.543,44. Due to technical error during data col-
lection we are not able to calculate E-field for 2 of our subjects. However, in the n = 14 subjects we asked whether 
the size of the early local TEP was larger for subjects with a greater estimated E-field during rTMS, and found 
that TEP size was not significantly predicted by E-field (Fig. S5 for more details).

Repetitive TMS (active rTMS)
We applied 10 Hz TMS trains for 5 s (50 pulses). These 5 s trains were used instead of 4 s trains following prior 
studies in an attempt to enhance the effects45–48. Each TMS train was followed by a first single pulse probe at 
500 ms (early probe) and a second single pulse probe at 2000 ms (late probe), as defined in the previous section 
and depicted in Fig. 1B. Probe TMS pulses were always ‘active’, regardless of whether they were preceded by an 
active or sham TMS train. Stimulation was arranged in 16 blocks. For n = 3 subjects, trains were grouped within 
block in sequences of 3 or 6 sequential active or sham trains (in randomized order) for a total of 12 active and 12 
sham trains per block. For the remaining n = 13 subjects, trains were grouped in sequences of 12 active trains and 
12 sham trains (in randomized order) per block so that cumulative effects of up to 12 sequential trains could be 
assessed. A 10-min rest period was placed after every 4 blocks, and a 1-min rest period between all other blocks.

Sham repetitive TMS (sham rTMS)
To quickly switch between active and sham TMS trains, we used a novel dual coil approach (Fig. S13). The active 
TMS coil was positioned over the left dlPFC while the sham coil was positioned over the right dlPFC. The sham 
coil was a MagVenture Cool-B65 A/P coil with the sham side facing the scalp and fixed in place using a coil 
holder. Electrical current was delivered during sham TMS trains over the left frontalis muscle, using two surface 
electrodes (Ambu Neuroline 715) in order to approximate the somatosensory sensations arising from skin mecha-
noreceptors and scalp muscles during the active TMS condition49. We posited that although the sham TMS coil 
was placed over the right hemisphere, the left-sided electrical stimulation would be felt over the left hemisphere 
under the active TMS coil, the auditory click from the right-sided sham TMS coil would reach bilateral auditory 
cortices with similar timing and intensity as from the active TMS coil, and any perceived bone-conducted sound 
from the sham coil would not be precisely localized on the head. Although not an ideal setup, we felt it critical 
to be able to quickly switch between active and sham TMS and to our knowledge at present there is currently no 
commercially available approach for doing this. The intensity of the electrical current stimulation was calibrated 
to approximate the scalp sensation and discomfort of active TMS. To assess how closely matched the active and 
sham rTMS sensations were, subject perceptual ratings of loudness, scalp sensation, and pain were collected and 
analyzed (as described in more detail in Analyses).

Electroencephalography
64-channel EEG was obtained using a BrainVision actiCHamp Plus amplifier, with ActiCAP slim active electrodes 
in an extended 10–20 system montage (actiCHamp, Brain Products GmbH, Munich, Germany) with a 25 kHz 
sampling rate to reduce the spread of the pulse artifact50. EEG data were online referenced to Cz and recorded 
using BrainVision Recorder software v1.24.0001 (Brain Products GmbH, Germany). Impedances were monitored 
and percentage of channels with impedances < 10 kΩ was 94.38 ∓ 6.75%. Electrode locations were digitized using 
Localite (Localite TMS Navigator, Alpharetta, GA).

Analyses
All EEG preprocessing and analyses were performed in MATLAB R2021a (Mathworks, Natick, MA, USA) using 
the EEGLAB v2021.1 toolbox51 and custom scripts. TMS-EEG preprocessing was performed with the AARATEP 
pipeline, v252, with source code available at github.com/chriscline/AARATEPPipeline. Data were processed in 
batches grouped by 4 sequential blocks (each batch containing probe responses from 48 active trains and 48 sham 
trains) to account for artifact changes that may occur over the duration of one session53. Epochs were extracted 
from 350 ms before to 1100 ms after each TMS probe pulse.

As part of the AARATEP pipeline, the following steps were taken, with all steps described in Cline et al.52. Data 
between 2 ms before to 12 ms after the pulse were replaced with values interpolated by autoregressive extrapola-
tion and blending, downsampled to 1 kHz, and baseline-corrected using mean values between 350 to 10 ms before 
the pulse. Epochs were then high-pass filtered with a 1 Hz cutoff frequency and a modified filtering approach 
to reduce spread of artifact into baseline time periods (see52 for details of this modified filtering approach). Bad 
channels were rejected via quantified noise thresholds and replaced with spatially interpolated values (see52 for 
all details on channel deletion and interpolation); an average (+/− standard deviation) of 1.84 +/− 1.7 channels 
were rejected at this stage. Eye blink artifacts were removed using a dedicated round of independent-component 
analysis (ICA) and eye-specific component labeling and rejection using ICLabel54; an average (+/− standard 
deviation) of 1.75 +/− 0.55 components were rejected at this stage. Various other non-neuronal noise sources 
were attenuated with SOUND55. Decay artifacts were reduced via a specialized decay fitting and removal proce-
dure (see52 for details). Line noise was attenuated with a band-stop filter between 58–62 Hz. Additional artifacts 
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were removed with a second stage of ICA and ICLabel component labeling and rejection, with rejection criteria 
targeted at removing any clearly non-neural signals (see52 for all data deletion criteria); an average (+/−) standard 
deviation) of 64.9% +/− 7.31% of components, accounting for 41.0% +/− 21.6% of variance in the signal, were 
rejected at this stage. Data were again interpolated between −2 ms and 12 ms with autoregressive extrapolation 
and blending, low-pass filtered with a cutoff frequency of 100 Hz, and re-referenced to the average. We did not 
perform any trial rejection, since we found for this dataset that the AARATEP pipeline’s other processing steps 
(especially SOUND, decay fitting and removal, and multi-stage ICA rejection) produced sufficiently clean data.

TMS train effects on the TEP
To compare evoked responses from TMS probe pulses at 500 and 2000 ms after active and sham TMS trains, 
we computed the local mean field amplitude (LMFA) for 20–50 ms and 50–80 ms time windows in a dlPFC 
region of interest (ROI). Because amplitude of an averaged EEG waveform is not independent of latency vari-
ance, and the early TEP peaks are not yet well defined, we used area under the curve (AUC), which captures 
the full morphology of the LMFA waveform by aggregating it over a time window rather than focusing on an 
instantaneous amplitude56,57. We chose the analysis time windows following Gogulski et al.58 and because they 
are far enough after the interpolated time window (ending at 12 ms) and before time windows reported to 
include strong off-target sensory effects (> 80 ms)23,26,27. The earlier 20–50 ms time window captures our primary 
hypothesized component of interest, the early local TEP. The later 50–80 ms time window captures other TEP 
components that have been previously reported in both prefrontal58 and motor cortex15–17. The local ROI was 
chosen to cover the stimulation site and left lateral prefrontal cortex broadly: AF3, F7, F5, F3, F1, FC3. During 
the channel rejection procedure described above, an average (+/− standard deviation) of 0.62 +/− 0.65 channels 
and a maximum of 2 channels from this 6 channel ROI were rejected and spatially interpolated. TEP data were 
checked for standard assumptions using histograms and normal probability plots. Using a within subject design, 
the LMFA measurement from each time window (20–50 ms, 50–80 ms) was entered as a dependent variable 
into a repeated measures analysis of variance (ANOVA) with probe latency (early probe at 500 ms, late probe at 
2000 ms) and stimulation (active TMS train, sham TMS train) factors. To test if TMS trains modulated neural 
activity in non-local regions, we repeated the above-described analysis using right frontal, left parietal, and right 
parietal ROIs. The parietal ROIs were selected because of relevance for fronto-parietal modulation by TMS when 
using our left dLPFC stimulation target42.

Sequential TMS train effects on the TEP
We examined the relationship between TMS train order (in the 12-train sequence) and TEP size following each 
train. To reduce dimensions, TEPs were averaged over groupings of three adjacent trains in the 12-train sequence 
(trains 1–3, 4–6, 7–9, and 10–12). Because there were 4 experimental blocks in this study, these groupings include 
12 data points per group (3 trains × 4 blocks). To assess effects of TMS train sequence on the TEP, a repeated 
measures ANOVA was performed across these four train groupings. Three subjects did not have 12 sequential 
trains, so n = 13 subjects were included in this analysis.

Exploratory analyses
Sensor space hierarchical linear modeling (LIMO)
As an exploratory investigation of condition-specific TEP responses with minimal assumptions about relevant 
ROIs or time windows, we used the Hierarchical LInear MOdeling of ElectroEncephaloGraphic Data (LIMO 
EEG) toolbox59. LIMO is well-suited for exploratory investigations with minimal assumptions, which is why it is 
justified here. First-level beta parameters for each channel and time window were estimated from TEP features 
with ordinary least squares. Second-level analysis used a 2 × 2 repeated measures ANOVA (early probe, late probe; 
active rTMS, sham rTMS) with cluster-based correction for multiple comparisons (bootstrap n = 1000, α = 0.05).

Phase space reconstructions using recurrence quantification analysis (RQA)
To evaluate whether TMS trains aligned the phase of neural oscillations (phase synchronization), we used recur-
rence quantification analysis (RQA). This is a dynamical systems approach to understanding complex dynamics 
that arise from phase shifting of oscillatory signals (see30 for a review) and specifically for identifying transitions 
between coordinated and uncoordinated dynamics in a complex system60. In RQA, a time series is compared 
to itself with a predefined lag time to isolate phase regularity. Self-similarity of the time series is visualized 
using a recurrence plot, from which parameters are calculated to quantify aspects of phase regularity, such as 
predictability and complexity28,29,61,62. Signals that have high self-similarity (e.g. complex oscillatory signals) 
tend to revisit similar states and exhibit predictable dynamics. Patterns of predictable dynamics in a time series 
can be measured using the RQA parameter Percent Determinism63,64. Higher levels of determinism indicate 
coordination and stability (e.g. synchronization) of a system. This parameter was selected due to relevance for 
synchronization/desynchronization in neural circuit coordination and for distinguishing between coordina-
tion stability regimes60,62,65. Although less commonly used for TMS-EEG, we believe RQA to be justified for this 
investigation and may be more revealing about the nature of rTMS-induced phase dynamics than other methods 
for the following reasons: (a) it is applied using a predefined lag which allows for focused study of specific EEG 
peaks, (b) is used to understand phase dynamics agnostic to specific frequencies, and (c) is valid for use with 
very short time windows compared with event-related spectral methods such as ERSP. For this analysis we used 
the local ROI and a 15 ms lag time to capture coordination dynamics relevant to early local TEP peaks such as 
N15-P30-N45. RQA was performed using the MATLAB RQAToolbox28,29 (https://​github.​com/​xkiwi​labs) on 
EEG time series from 160 ms surrounding the evoked responses from early and late probe pulses after active 
and sham TMS trains (delay = 15 ms, embedding dimension = 6, range = −80 to 80 ms). Percent determinism was 

https://github.com/xkiwilabs
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calculated using all trials and compared across the conditions with a 2 × 2 repeated measures ANOVA (active 
rTMS, sham rTMS; early probe, late probe).

Source space estimates
Subject-specific differences in gyral anatomy can cause underlying common cortical sources to project to the 
scalp in different topographies across subjects66. To account for this and other related consequences of EEG vol-
ume conduction, we performed EEG source estimation. Using digitized electrode locations and individual head 
models constructed from subjects’ anatomical MRI data44, subject-specific forward models of signal propagation 
from dipoles distributed over and oriented perpendicular to the cortical surface to electrodes on the scalp were 
constructed67,68. One subject did not have digitized electrode locations available, so was excluded from the source 
analysis (n = 15). Inverse kernels mapping the measured scalp EEG activity to underlying cortical sources were 
estimated using weighted minimum-norm estimation (wMNE) as implemented in Brainstorm69. Surface-based 
morphometry was used to map activations from subject-specific cortical surfaces to a common group template 
surface (ICBM152). A data-driven process was used to identify source-space spatial filters based on observed 
peaks in the average source TEP responses aggregated from data pooled across all subjects and stimulation condi-
tions. Response amplitudes were then extracted by applying these latency-specific spatial filters to subject- and 
condition-specific data subsets. This approach to analyzing EEG in source space without prior assumptions about 
time window or connectivity is justified here to support our exploratory goals and to guide future investiga-
tions. For each identified TEP latency of interest, a 2 × 2 repeated measures ANOVA was used to assess effects 
of stimulation (active rTMS, sham rTMS) and probe latency (early probe, late probe).

Sensory perception of TMS trains and single pulse TMS probes
To assess how closely matched the active and sham conditions were in sensory perception, subjects rated their 
perception of loudness, scalp sensation, and pain. Participants were instructed to respond verbally immediately 
following each stimulation to rate loudness, scalp sensation, and pain perception on scales ranging from 0 to 10. 
To ensure consistency in how these questions were phrased across conditions and subjects, scripts were used 
following Ross et al.27. In each study visit and prior to the experimental conditions, participants were asked to 
provide perceptual ratings after each of seven stimulation conditions: (1) single pulse TMS with no preceding 
train, (2) active TMS train with no probe pulse, (3) early probe at 500 ms after an active TMS train (4) late 
probe at 2000 ms after an active TMS train, (5) sham TMS train with no probe pulse, (6) early probe at 500 ms 
after a sham TMS train, and (7) late probe at 2000 ms after a sham TMS train. The order of these conditions 
was randomized across participants but with single pulse TMS perceptual testing applied before all TMS train 
conditions for all participants. This order of single pulse perceptual ratings followed by TMS train perceptual 
ratings was performed to avoid possible carry-over of the feeling of the TMS train affecting the perceptual score 
of the single TMS pulse.

Statistical analyses of perceptual ratings
Perceptual ratings were compared between active and sham conditions (active vs. sham rTMS, early probe after 
active rTMS vs. early probe after sham rTMS, late probe after active rTMS vs. late probe after sham rTMS) using 
nine paired t-tests for loudness perception, scalp feeling, and pain ratings. Multiple comparisons were corrected 
for using the Bonferroni type adjustment.

Results
TMS train effects on the TEP
First we asked whether there was a significant change in the local sensor-space TEP amplitude after different 
types of TMS trains (active vs. sham) and using different post-train probe latencies (500 ms, 2000 ms). This 
analysis revealed that single trains of left dlPFC TMS did not affect the amplitude of the TEP based on typical 
response metrics (Fig. 1, n = 16). When analyzing the first peak in the early local TEP (20–50 ms, LMFA, Fig. 1D 
and S1–S2), we found no effect of stimulation (F(1,15) = 0.9735, p = 0.3395) but a main effect of probe latency 
(F(1,15) = 10.2000, p = 0.0060), and no stimulation by probe latency interaction (F(1,15) = 3.1384, p = 0.1000). To 
assess whether this null stimulation effect was due to the specific latency chosen between the TMS train and probe 
pulses, four subjects with jittered early probe latencies (500–700 ms) were evaluated; we found no significant 
effect on TEP response (see Fig. S4 for more details). To verify that the null results of TMS trains on the early local 
TEP were not due to the type of quantification performed (LMFA), we repeated the analysis using peak to peak 
amplitudes (in dB) and observed no main effect of stimulation (F(1,9) = 0.9619, p = 0.3523; see Fig. S14) and no 
main effect of probe latency (F(1,9) = 0.5255, p = 0.4869). We found similar results when analyzing the later peak 
in the early local TEP (50–80 ms, Figs. 1D and S1–S2); we observed no effect of stimulation (F(1,15) = 2.2449, 
p = 0.1548) and no effect of probe latency (F(1,15) = 4.2198, p = 0.0578). We found similar results when analyzing 
a wider time window in the early local TEP (20–80 ms); we observed no effect of stimulation (F(1,15) = 2.1422, 
p = 0.1639) but a main effect of probe latency (F(1,15) = 7.4435, p = 0.0156), and no stimulation by probe latency 
interaction (F(1,15) = 3.6761, p = 0.0744). We also analyzed the N100 of the TEP (80–130 ms) and observed no 
effect of stimulation (F(1,15) = 2.2449, p = 0.1548) and no effect of probe latency (F(1,15) = 4.2198, p = 0.0578). 
We also analyzed the P200 of the TEP (130–250 ms) and observed no effect of stimulation (F(1,15) = 0.9735, 
p = 0.3395) but we did find a main effect of probe latency (F(1,15) = 10.2003, p = 0.0060). We found no stimulation 
by probe latency interaction (F(1,15) = 3.1384, p = 0.0968). See Figs. S1–S2 for individual subject TEP waveforms 
across conditions. In summary, active TMS trains did not differ from sham TMS trains in eliciting early TEP 
sensor-space amplitude effects at the site of stimulation.
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We next investigated the TEPs from non-local ROIs, at regions expected to be connected to the stimulation 
site, and quantified the effects of stimulation type (active, sham TMS trains) and probe latency (early, late probes). 
To do so, we calculated the global mean field amplitude (GMFA, using all electrodes) and local mean field 
amplitude (LMFA) in regions of interest (ROIs) farther from the site of stimulation (right frontal, left parietal, 
right parietal; Fig. 2, n = 16, see Methods for more details). GMFA and LMFA of the ROIs appear to have early 
TEP peaks in a 20–50 ms time window. Using all electrodes (GMFA), we observed in this time window no main 
effect of stimulation (Fig. 2C,E; active vs. sham TMS trains; F(1,15) = 3.1534, p = 0.0961) but an effect of probe 
latency (Fig. 2C,E; early probe vs. late probe; F(1,15) = 7.2050, p = 0.0170), and no stimulation by probe latency 
interaction (F(1,15) = 4.2375, p = 0.0573). In the right frontal ROI, we observed a main effect of stimulation 
(F(1,15) = 6.0103, p = 0.0270) such that active trains reduced TEP size compared with sham trains, a main effect 
of probe latency (F(1,15) = 7.8531, p = 0.0134) such that the TEPs from the early probe were reduced compared 
with the TEPs from the late probe, and no interaction between stimulation and probe latency (F(1,15) = 1.4014, 
p = 0.2549). In the other two ROIs, there were no main effects of stimulation: in the left parietal ROI, we found 
no effect of stimulation (F(1,15) = 4.4061, p = 0.0531) and no effect of probe latency (F(1,15) = 2.1164, p = 0.1663) 
and in the right parietal ROI, we found no effect of stimulation (F(1,15) = 0.7821, p = 0.3904), an effect of probe 
latency (F(1,15) = 5.3080, p = 0.0360), but no interaction (F(1,15) = 2.3411, p = 0.1468). See Fig. 2D,F for more 
details, and supplementary for individual subject GMFA (Fig. S6) and non-local LMFA time series (Figs. S7–S9), 
including in the 20–50 ms time window and also in a 50–80 ms time window. In summary, we observed that in 
the right frontal ROI there was a main stimulation effect of TMS train type that represents a reduction in TEP 
size with active TMS trains, a main effect of probe latency that represent that the TEP size reduction is no longer 
present by 2000 ms after the train, and no clear effects in GMFA or other non-local ROIs tested in either of the 
early TEP time windows.

Sequential TMS train effects on the TEP
Next, we asked if repeated TMS trains elicited cumulative neural effects, assessed by sequential TEP measure-
ments (Fig. 3, n = 13). We observed no cumulative effects on the early local TEP after up to 12 sequential TMS 
trains. See Fig. 3B,C (20–50 ms window; F(3,36) = 0.4340, p = 0.7300) and Figs. 3B and S10 for the 50–80 ms 
window (F(3,36) = 0.7722, p = 0.5172). For an additional follow-up analysis of later TEP time windows 80–130 ms 
(Figs. S11; F(3,36) = 2.6313, p = 0.0648) and 130–250 ms (Figs. S12; F(3,36) = 1.2487, p = 0.3065), see Supplemen-
tary Materials. In summary, we did not observe a group effect of sequential TMS trains on the TEP.

Figure 2.   TMS trains reduce cortical excitability in the right frontal cortex. (A) Regions of interest for non-
local TEP analyses. (B–F) Comparisons of TEP conditions using all electrodes (GMFA) and downstream ROIs 
(LMFA). (B) Group TEPs (n = 16) for each ROI, with the 20–50 ms analysis time window indicated with a blue 
horizontal bar. (C) Group averaged global mean field amplitude for all electrodes (n = 16). (D) Group average 
local mean field amplitude for non-local ROIs. (E) Individual subject global mean field amplitude area under 
the curves in the four conditions. (F) Group LMFA across conditions. See Supplementary S6–S9 for individual 
subject time series and results from both 20–50 ms and 50–80 ms time windows. The main effect of stimulation 
is indicated with an asterisk (*p < 0.05).
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Exploratory analyses
Sensor space hierarchical linear modeling (LIMO)
As an exploratory investigation of condition-specific responses with minimal assumptions about relevant ROIs 
or time windows, we used the LIMO toolbox59. LIMO analyses revealed significant effects of stimulation (active 
vs. sham), of probe latency (early vs. late), and significant interactions between these two factors. The most 
prominent effects were observed at later latencies of the TEP between 100–250 ms at central and bilateral frontal 
scalp electrodes (Fig. 4A, n = 15).

Phase space reconstructions using recurrence quantification analysis (RQA)
EEG complexity due to oscillatory phase shifting was quantified using RQA28–30. This analysis on percent 
determinism revealed significant main effects of stimulation (F(1,15) = 5.2452, p = 0.0369), no main effects of 
probe latency (F(1,15) = 0.3869, p = 0.5433), and no stimulation by probe latency interactions (F(1,15) = 0.4596, 
p = 0.5082). Percent determinism was greater following active than sham TMS trains, regardless of probe latency 
(Fig. 4B, n = 16). For a few subjects, percent determinism appeared lower than the group (96.27, 96.84, 96.53, 
97.50). This metric is unlikely to have true outliers due to artifactual or spurious data and the qualitatively high 
percentage in all subjects (> 96% DET) is indicative of normal brain EEG70,71. However, due to the susceptibility 
of a small sample to individual subject data points, we verified that none of these data points were outside of 3 
standard deviations from the mean (2.87, 1.93, 2.28, and 2.12 standard deviations below the mean).

Figure 3.   Sequential TMS trains did not modulate the early local TEP. (A) 12 active TMS trains were applied 
sequentially. Each of the 12 trains were followed by an early TMS single pulse probe at 500 ms (also see Fig. 1B). 
(B) Group average (n = 13) TEPs from the early probe following each sequential active TMS train, with the early 
latency window indicated with a black (20–50 ms) horizontal bar. (C) Group average TEP response from the 
early probe following each sequential active TMS train. TEPs are grouped based on the order of the associated 
TMS train (groupings of three consecutive trains). (D) Individual subject TEP results from the early probe 
following sequential active TMS trains. For the 50–80 ms TEP window see Fig. S10. For later latencies see 
Figs. S11–S12.
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Figure 4.   Exploratory analyses revealed that TMS trains modulated the non-local late TEP, resulted in more 
predictable phase dynamics in the early local TEP, and reduced the size of source estimates across both early 
and late TEP components. (A) Sensor space hierarchical linear modeling analysis (LIMO; n = 16) F-statistic 
heatmaps and topographies, corrected for multiple comparisons. Electrodes with F-statistics surpassing the 
significance threshold are shown in white. (B) Group averages of percent determinism by condition and 
RQA recurrence plots averaged over all subjects (n = 16; range in ms on each axis, lag = 15 ms, embedding 
dimensions = 6). (C) Source estimates for condition specific TEPs (n = 15) with topographies and group averages 
shown at 6 peak times that were determined from the source TEP averaged across all four conditions. For more 
details, see Fig. S15. Main effects of stimulation are indicated with asterisks (*p < 0.05, **p < 0.01, ***p < 0.001).
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Source space estimates
To extract data-driven latency-specific source ROIs, cortical source activity was averaged across all stimula-
tion conditions and subjects (Fig. 4C, top row). 2 × 2 repeated measures ANOVAs were performed on ampli-
tudes at eight peak times that were identified in the average source response time series. We found smaller 
source space TEP peaks following active TMS train conditions compared to sham TMS train conditions, at 
latencies spanning 56–210 ms. Specifically, we report main effects of stimulation type on source space ampli-
tudes such that source TEPs are smaller following active TMS trains than following sham TMS trains at 56 ms 
(F(1,14) = 12.077, p = 0.00371), 80 ms (F(1,14) = 21.576, p = 0.000379), 115 ms (F(1,14) = 17.442, p = 0.000932), 
140 ms (F(1,14) = 14.045, p = 0.00216), and 210 ms (F(1,14) = 39.473, p = 0.0000201). We also found a main effect 
of probe latency on the source space TEPs; at 140 ms source space TEPs were smaller when probed at 500 ms 
than when probed at 2000 ms (main effect of probe latency at 140 ms, F(1,14) = 4.837, p = 0.0452). We found two 
stimulation by probe latency interactions later in the source space TEP, at 115 ms (F(1,14) = 13.502, p = 0.00250) 
and at 210 ms (F(1,14) = 18.302, p = 0.000765). See Fig. 4C for all group level source space estimate time series and 
topographies, Fig. S15 for more details, and Fig. S16 for all individual subject source space TEPs. In summary, we 
found that there may be active TMS train-induced source-space TEP reductions across the TEP latencies, and 
that at a 115 ms TEP peak this effect was greater for earlier probes compared to late probes (Fig. 4C).

Sensory perception of TMS trains and single pulse TMS probes
To better understand how well matched the sensory experiences were between active and sham TMS train con-
ditions, we compared the perceptual ratings (Fig. S3) using paired t-tests. These nine tests were corrected for 
multiple comparisons, resulting in an adjusted α of 0.0056. With respect to isolated active vs. sham TMS trains, 
we observed no statistical differences in loudness perception (t(15) = 3.8776, p = 0.0015), pain (t(15) = 1.0274, 
p = 0.3205), or scalp sensation (t(15) = 3.0138, p = 0.0087). When testing the perception of the probe pulses 
following active vs. sham TMS trains, we observed no effects across all conditions, including loudness percep-
tion (early probe, t(15) = 2.6112, p = 0.0197; late probe, (t(15) = 2.3342, p = 0.0339), scalp sensation (early probe, 
t(15) = 3.0138, p = 0.0186; late probe, t(15) = 2.893, p = 0.112), and pain (early probe, t(15) = 2.9084, p = 0.0108; 
late probe, t(15) = 3.0382, p = 0.0083)). The only comparison that resulted in statistically significant differences 
was loudness perception between active and sham TMS trains (t(15) = 3.8776, p = 0.0015), indicating that the 
active TMS trains were perceived to be louder than the sham trains. These results suggest that the perception 
of scalp feeling and pain were relatively well matched between active and sham conditions, that auditory loud-
ness perception was indistinguishable across different probe latencies within train conditions, but that loudness 
perception was unmatched between active and sham TMS trains.

Discussion
In this study we sought to evaluate whether 10 Hz TMS trains to the dlPFC induce acute neural effects quantifi-
able in the early (20–80 ms) local TMS-evoked potential (TEP). Due to the well-described sensory responses to 
TMS, which we also observed after each pulse within a train, we applied the probe single pulses at latencies that 
should be clear of train-evoked sensory potentials (> 300 ms). We found that: (1) prefrontal TMS trains did not 
induce acute neural changes in the size of the sensor-space early TEP in regions local to the stimulation site but 
(2) suppressed the early TEP in a right frontal ROI when probed at 500 ms, and that (3) up to 12 sequential TMS 
trains did not elicit a cumulative effect on early local TEPs. In exploratory analyses, we found that TMS trains 
may induce (1) neural changes non-locally at later latencies (> 78 ms), (2) regularity in early local oscillatory 
phase dynamics, and (3) reduced source estimate amplitudes spanning 56–210 ms. In the context of previous 
work12,13,52, these findings indicate that TMS trains did not strongly modulate neural excitability in the left pre-
frontal cortex and exploratory analyses have implications for the direction of future work.

Sequential TMS train effects on the TEP
There are many open questions about the relationship between the amount of TMS (number of pulses, trains, 
or sessions) and clinical outcomes2,72–74. This discussion about accumulated effects of rTMS is also relevant for 
neurophysiological outcomes, such as the motor-evoked potential (MEP75–77) and EEG76. In this study we asked 
whether accumulated neurophysiological effects of rTMS could be measured across 12 rTMS trains. Previous 
work demonstrated that 12 trains of 5 Hz rTMS has a larger effect on MEP amplitude than 1 train78, but how 
this finding translates to EEG responses measured after 10 Hz stimulation is unknown. However, because it 
is generally accepted that when enough TMS trains are applied to the dlPFC there are lasting neural changes, 
we hypothesized that sequential TMS trains would induce changes in cortical excitability that accumulate as a 
function of TMS train. We observed that up to 12 sequential TMS trains was not sufficient to induce cumulative 
neural changes in the early TEP measured locally to the site of stimulation. Several possible explanations exist: (1) 
12 trains represents only ~ 1/6 of a standard TMS treatment for depression and thus is not sufficient to modulate 
cortical excitability; (2) 12 trains is sufficient but the resulting changes in cortical excitability are not best captured 
using an ANOVA and TEP sensor space amplitudes; (3) low signal-to-noise in the TEP metric reduced the ability 
to detect change; (4) 12 trains is sufficient in depressed but not in healthy participants. Regardless of the reason, 
future work is needed to tease apart this critical question. We are developing a better understanding of how the 
signal-to-noise of the TEP differs as a function of dlPFC subarea58 and are now developing fully personalized 
methods to minimize artifact and boost signal. We are also developing methods to better match the perceptual 
effects of active and sham TMS trains so that small neural changes in active compared to sham rTMS are more 
easily detected and attributed to direct effects and not differences in sensory perception. Future work will con-
tinue to investigate this important question about neural changes from sequential TMS trains by applying more 
sequential TMS trains. It is worth noting that experimental limitations could lead to a notable trade-off between 
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longer sequences of TMS trains and a well-controlled, randomized study design: more sequential TMS trains 
would require greater study resources for similar sham matching.

Non‑local effects of TMS trains
We observed that TMS trains can modulate cortical excitability in non-local brain regions. Specifically, 10 Hz 
trains modulated cortical excitability in the right frontal cortex (Fig. 2B–F). Responses in EEG from propaga-
tion to the right frontal cortex within this time window have been reported previously with TMS to left dlPFC79 
and cerebellum80 and could reflect network effects of TMS in the hemisphere contralateral to our dlPFC target. 
We also analyzed the TEPs with LIMO, which is particularly well-suited for exploratory investigations of EEG 
across spatial and temporal scales59. The strength of this approach is for hypothesis generation starting with 
minimal assumptions about relevant ROIs or time windows. TMS appeared to reduce cortical excitability at the 
scalp vertex and along the midline in later TEP latencies (> 78 ms). Considering the suggested role of inhibitory 
influences in this later time window18,26, these results could suggest that our TMS protocol reduced inhibitory 
contributions to the TEP. However, due to the known sensory-related vertex potential that occurs within this 
same time window23,26,27, these results may also be interpreted to indicate perceptual differences between the 
experimental conditions. Our further exploratory analysis in source space supports that active TMS may reduce 
neural activity at multiple latencies (spanning 56–210 ms) after the TMS probe pulse. However, these reductions 
were not generally localized to the site of stimulation. There are two possible explanations for these non-local 
results. One is that these non-local results reflect vertex potentials due to condition-specific sensory effects 
of TMS trains. The other possible explanation is that the non-local changes are from indirect, network-level 
effects. For example, if TEP peaks in this time window are inhibitory in nature as some have suggested81,82, our 
data would support that TMS trains may reduce inhibition in connected brain regions. However, as this was an 
exploratory analysis we did not have any predictions for modulation in these regions.

Early local phase dynamics resulting from TMS trains
To address the possibility that the TEP is not suited for capturing rTMS-induced phase coordination behavior, 
we applied a dynamical systems method for quantifying changes in phase space of time series that consist of 
oscillatory signals, RQA28. This method was used to capture neural coordination behavior (synchronization/
desynchronization) modulated by 10 Hz TMS trains. One strength of RQA is that it can robustly measure com-
plexity of a signal that is short duration and non-stationary, as in short recordings of human EEG62,70,71,83–86. We 
found that active TMS trains can have quantifiable effects on EEG phase dynamics—that the phase of the early 
local TEP may have more determinism following active TMS trains than following sham trains. If this result 
replicates in future work, it would indicate increased predictability following active TMS trains. Because high 
determinism can be indicative of a stable regime within metastable or multistable coordination dynamics, as in 
multifunctional neural coordination65, increased determinism in the TEP would likely represent phase synchroni-
zation. This analysis indicates that TMS trains may induce predictable phase dynamics in TMS-affected neuronal 
populations28,65. This dynamical systems approach may be valuable in future investigations to help us understand 
how rTMS modulates neural coordination65, which is not possible from quantifying TEP amplitude alone.

Limitations and future directions
One important limitation of the work is the small sample size. The small sample limits our ability to make statisti-
cally robust and generalizable conclusions from the work. These findings should be tested in a larger sample of 
subjects for statistical robustness and generalizability. Additionally in future work, any robust findings should 
also be examined at the individual subject level to determine relevance for individualized patient treatments.

Other possibilities for the null effects from single or multiple trains on TEP amplitudes are related to our 
methodological decisions. First, the exact probe latencies of 500 and 2000 ms may not have been ideal to capture 
neural effects. In a subsample of subjects, we found that jittering the early and late probe latencies from 500 to 
700 ms and from 1900 to 2100 ms, respectively, did not influence the early local TEP amplitude (Fig. S4). Sec-
ondly, it is possible that the acute changes from the TMS train resolve by 500 ms and thus the TMS probe pulse 
was not applied close enough to the train to capture these effects. Unfortunately, applying probes earlier than 
500 ms would likely result in TEPs that are confounded by sensory artifacts from the pulses within the train. 
Unless active and sham TMS trains are perfectly matched perceptually, the neural effects when placing the early 
probe closer to the TMS train would be difficult to interpret. It is worth noting that the timing of the single probe 
pulse was placed outside of the range of the sensory effects of the TMS train for two reasons: (1) because of the 
lack of perfectly perceptually matched sham train control, and (2) with an eye towards exploring the neural effects 
of other train frequencies, amplitudes, and patterns. Even if sham can be perfectly matched perceptually, the train 
differences between active conditions varying in frequency, intensity, or patterns will undoubtedly result in dif-
ferent perceptual effects. Hence, we feel that too many confounds exist between 0–300 ms after the TMS train to 
probe neural effects of perceptually un-matched train parameters using existing methods. Thirdly, rTMS dosing 
and coil orientation both were adjusted in some participants due to tolerability issues. These parameters were 
held constant within subject across all conditions, critically important for the within-subjects design. However, 
it is known that these parameters are related to the magnitude of brain response and to which neurons are most 
affected87, and thus it is possible that the variation in these parameters could result in some subjects having larger 
rTMS effects across all active conditions than other subjects. Using regression analyses we found that the size 
of the early local TEP was not significantly larger for subjects with a greater %MSO or estimated E-field during 
rTMS, but additional studies are needed with larger sample sizes to fully address the role of individualized rTMS 
parameters in the strength of TMS effects.
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Although our primary results were null, exploratory analyses indicate that the study design may be sufficient 
to capture changes in the TEP in non-local brain regions at later latencies, in phase coordination dynamics, and 
in distributed source estimates. These analyses provide the basis for motivating hypotheses for future testing 
that train effects may be examined as synchronization of excitatory and inhibitory neural activity in prefrontal 
cortex and connected networks. Future work should explore the EEG signal as a dynamical system with phase 
shifting behavior, and as such to characterize changes in this behavior following TMS trains to better understand 
how TMS modulates complex neuronal population synchronization. Phase coordination of EEG may provide 
the basis for a more detailed understanding of TMS-induced brain changes than by quantifying changes in the 
size of the TEP. Ongoing work in our lab will further explore neural complexity that may arise from application 
of TMS trains. As mentioned above, this train-probe approach described here can also be used to optimize the 
neural effects of different TMS train parameters for the next generation of treatment protocols. Finally, future 
work should explore whether this experimental approach can be used for real-time measurement and monitor-
ing of the neural effects of TMS trains. If successful, this real-time approach would have important implications 
in developing closed-loop adaptive TMS treatments88.

Finally, given our choice of stimulation parameters (5 s 10 Hz train) is different from the FDA-cleared 10 Hz 
protocol (4 s train) and the recently cleared theta burst stimulation (TBS) protocol, it is possible that stimulation 
with these other parameters may elicit different neural effects. Thus, our choice of stimulation parameters in this 
study limits generalizability. To better understand the intricate interplay between stimulation parameters and 
acute neural effects, future investigations need to systematically explore the neural effect of other stimulation 
parameters.

Conclusions
We evaluated the neural effects of single and sequential 10 Hz TMS trains to the left prefrontal cortex using single 
‘probe’ TMS pulses. Single left hemisphere prefrontal TMS trains did not modulate sensor-space left prefrontal 
cortical excitability, but did modulate right frontal TEPs. 12 sequential left prefrontal TMS trains were not suf-
ficient to induce cumulative neural changes. Exploratory analyses suggest train-induced non-local cortical excit-
ability changes in the later parts of the TEP, changes in phase coordination dynamics, and distributed changes 
using source space models. This work provides important groundwork for future directions and highlights the 
experimental complexity required to measure acute neural changes to TMS treatment.

Data availability
The datasets generated and/or analyzed during the current study are available in the National Institute of Mental 
Health Data Archive linked to the project Closing the loop: development of real-time, personalized brain stimula-
tion #4223 [ID 2263] [https://​nda.​nih.​gov/​exper​iment.​html?​id=​2263&​colle​ction​Id=​4223].
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