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Modelling opinion dynamics 
under the impact of influencer 
and media strategies
Luzie Helfmann 1,2, Nataša Djurdjevac Conrad 1, Philipp Lorenz‑Spreen 3 & 
Christof Schütte 1,4*

Digital communication has made the public discourse considerably more complex, and new actors 
and strategies have emerged as a result of this seismic shift. Aside from the often-studied interactions 
among individuals during opinion formation, which have been facilitated on a large scale by social 
media platforms, the changing role of traditional media and the emerging role of “influencers” are 
not well understood, and the implications of their engagement strategies arising from the incentive 
structure of the attention economy even less so. Here we propose a novel framework for opinion 
dynamics that can accommodate various versions of opinion dynamics as well as account for different 
roles, namely that of individuals, media and influencers, who change their own opinion positions on 
different time scales. Numerical simulations of instances of this framework show the importance of 
their relative influence in creating qualitatively different opinion formation dynamics: with influencers, 
fragmented but short-lived clusters emerge, which are then counteracted by more stable media 
positions. The framework allows for mean-field approximations by partial differential equations, 
which reproduce those dynamics and allow for efficient large-scale simulations when the number 
of individuals is large. Based on the mean-field approximations, we can study how strategies of 
influencers to gain more followers can influence the overall opinion distribution. We show that moving 
towards extreme positions can be a beneficial strategy for influencers to gain followers. Finally, 
our framework allows us to demonstrate that optimal control strategies allow other influencers or 
media to counteract such attempts and prevent further fragmentation of the opinion landscape. Our 
modelling framework contributes to a more flexible modelling approach in opinion dynamics and a 
better understanding of the different roles and strategies in the increasingly complex information 
ecosystem.

In the era of many-to-many communication on social media, polarization and radicalism can increasingly be 
understood as self-organized phenomena emerging from opinion dynamics on social networks1. Despite the 
global use of those large communication platforms and the resulting interactions, they have not been thoroughly 
studied as effects of a dynamical system consisting of multiple interacting components, particularly distinguish-
ing their different roles and goals.

More specifically, social media did not replace traditional media, but became an intermediary entity that 
allows peer-to-peer communication among individuals but also traditional media outlets to disseminate their 
content and interact with their audience. In principle, they are treated like individuals on those platforms, but 
have very different internal dynamics (e.g. editorial processes, reputation and economic incentives). As more 
and more people around the world access traditional news media through social platforms, this dependency 
becomes increasingly pronounced2. At the same time a new role emerged in this system, namely, the influencer, 
who is a private person with many followers on a social media network3. Although mostly following commercial 
goals, they do turn to politics4 and can polarize public discussions5, as well as compete with traditional media and 
with one another for audience6. Potentially this increased competition could contribute to the declining trust in 
traditional media and polarized debates on social media around the world7. We aim to capture the scenario of 
opinion dynamics under the impact of influencers and media with a generalized modeling framework designed 
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to accommodate different opinion dynamic mechanisms while distinguishing these different roles and allowing 
them to interact with each other.

So far in most cases, opinion dynamics are mathematically modelled by network- or agent-based models 
(ABMs) that aim to reproduce how individuals change their opinions based on the feedback of their peers in 
the respective social environment. The largest group of such models describes the change of opinions based on 
the (dynamical) interaction network between individuals. The well-known voter model8 in which individuals 
copy the discrete opinion of a random neighbour may serve as an example. Alternative models use continuous 
opinion spaces where usually individuals’ opinions are drawn to attracting opinions in their social network 
(in some cases repelled by others). The DeGroot model9 with individuals being drawn to the weighted average 
opinion of their neighbours and bounded confidence models10,11 where attracting interactions only take place 
with like-minded individuals may be the most prominent. It has been demonstrated that these basic models and 
their generalizations, e.g.12–14, allow to describe the emergence of opinion clusters or communities, including 
phenomena like radicalization, social bubbles and echo chambers15. Additionally, biased assimilation models16,17 
have been developed based on the insight that linear weighted averaging of opinions cannot really lead to increas-
ing polarization since people who hold strong opinions are likely to examine information in a biased manner. 
Further in18–20, multi-dimensional opinion dynamics models have been proposed where individuals are drawn 
to the neutral opinion while at the same time reinforcing each other to more extreme opinions. Such models can 
describe real-world political polarization21.

The development of these opinion dynamics models has been taken up in the literature with a focus on under-
standing consensus and community building, or cluster formation. For simple linear models like the DeGroot 
model this can be studied analytically9. For nonlinear opinion models like bounded confidence models this has 
been studied numerically10,11,22 or by considering the mean-field limit in terms of partial differential equations 
(PDEs), providing rigorous theorems on cluster numbers and size, effective timescales and bifurcations based 
on changing interaction parameters23–25. Moreover, it is understood how to extend the theory from agent-based 
models to mean-field limit models with stochastic partial differential equations26,27.

A few first steps towards opinion models under the impact of different types of agents have been taken: The 
influence of external sources on the opinion dynamics of individuals has been studied for example in12,28,29. 
These external sources are often regarded as media or charismatic leaders and have also been termed zealots or 
stubborn agents in the literature. More recently their influence has also been analysed in network-based opinion 
models30,31 but without explicitly taking coherence or multiple timescales into account. In Ref.32, the influence of 
a social group or clan at multiple timescales on the opinion formation on complex networks has been analyzed. 
However, so far those agents are mostly considered to have constant opinions and relations to their followers 
that do not change in time.

Here, we present a general framework that generalizes most of the available models (DeGroot, bounded 
confidence, biased assimilation,...) in a continuous opinion space and complements individual opinion dynamics 
with traditional media and social media influencers that adapt their opinions on different timescales than the 
individuals, see Fig. 1. This framework does not introduce a new opinion dynamics mechanisms, but offers a 
framework to understand various mechanisms and their interplay with different roles in the complex information 
system of today, while allowing for mean-field approximations that can facilitate more efficient computations.

The question of what role the media and influencers play on the public opinion distribution became increas-
ingly complex. In the attention economy, the main goal of influencers and media is to receive more attention 
and increase their followership33, that is, to find strategies that achieve this goal in an optimal way. This makes 
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Figure 1.   Structure of the agent-based model consisting of individuals, media and influencers. Each agent 
adapts its opinion in the continuous opinion space by interacting with its network neighbours. The network 
between individuals is given by A(t) while the relations between individuals and media resp. influencers are 
defined by B(t) resp. C(t). In the figure, the shape of an individual indicates the medium they read and their 
color indicates the influencer they follow. Opinion changes happen on different time scales as determined by the 
inertia parameters.
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them themselves dynamic entities that can adjust their positions or agendas in order to achieve those goals34. 
The effects these optimal strategies in such an incentive structure could have on the overall opinion dynamics 
have not yet been fully understood.

Recent attempts to find control strategies of opinion dynamics consist of a variety of seemingly independent 
approaches. On the one hand, different heuristics have been developed to determine which agents should be 
targeted by an external controller to maximize their influence35–37. On the other hand, in Ref.38,39, it is studied 
how external controllers have to act to bring the opinion distribution of agents close to a specified target dis-
tribution, while, in Ref.37, it is established how to control opinion distributions by (externally) interfering with 
the interaction network between individuals, and, in Ref.40,41, dynamic external controls for mean-field opinion 
models are considered.

We will approach the design of optimal strategies in the following way: First, we show how to construct the 
mean-field model related to the proposed opinion dynamics model in the limit of large numbers of individuals 
and with finitely many influencers and media. This mean-field model takes the form of a system of partial dif-
ferential equations for the individuals’ opinion distribution coupled to stochastic differential equations for the 
opinions of media and influencers. Then, we will demonstrate how this mean-field model can be used to study the 
effect of strategies in the attention economy. In particular, we will show how to derive optimal control schemes 
for counteracting agendas to influence opinion distributions. The advantage of the mean-field model compared 
to the ABM is that the computational cost is independent of the number of agents, and that the model is deter-
ministic (when assuming that influencers and media are not affected by stochasticity), which, together, means 
that it is considerably easier to find insight into collective behavior or optimal strategies via the mean-field model.

Opinion model with influencers and media
In the following we start by defining a general opinion model resulting from a large number of individuals adapt-
ing their opinions through interaction with each other as well as due to the influence of a few specific agents with 
particular roles, namely traditional media and social media influencers. See Fig. 1 for the model components. We 
consider the situation of the early formation of opinions, which is of great importance in the accelerating public 
discourse42. Hence, we focus on the transient model dynamics to study the formation, splitting and merging of 
opinion clusters, while the asymptotic regime is not of interest here. We assume that in the transient regime, 
individuals adapt their opinions on a fast time scale, while media and influencer agents change their opinion 
positions on a significantly slower time scale.

In particular, we consider individuals i = 1, . . . ,N with opinions xi(t) ∈ D lying in a continuous d-dimen-
sional opinion space D ⊂ R

d . We regard the opinion space D to be bounded with no flux boundary conditions. 
The vector x(t) = (xi(t))

N
i=1 summarizes the opinions of all N individuals. In addition, we introduce M highly 

influential agents that can be considered as media outlets with continuous opinions denoted by the vector 
y(t) = (ym(t))

M
m=1 ∈ DM , as well as L highly influential influencers with opinions z(t) = (zl(t))

L
l=1 ∈ DL . To 

describe the real-world situation, we assume that there are much fewer influencers than individuals but still more 
influencers than media, i.e. M < L ≪ N . When political opinions are modelled, the opinion space D with d = 2 
could e.g. span the dimensions economic left ↔ right and libertarian ↔ authoritarian.

Relations among individuals such as friendship or connections on social media are defined through a binary 
adjacency matrix A(t) ∈ {0, 1}N×N that can depend on time t. The resulting network determines which indi-
viduals can interact (when there is an edge between two individuals) and which cannot (when there is no edge). 
When the edges are additionally weighted, such that A(t) ∈ [0, 1]N×N , or directed, then the network can also 
describe the strength of a tie or the direction of social influence as in Reference9. Media and influencer agents 
on the other hand are assumed to only interact with those individuals that are their followers (readers/users). In 
the binary adjacency matrix B(t) ∈ {0, 1}N×M of medium-follower relations we store which individual follows 
which medium at time t while the binary adjacency matrix C(t) ∈ {0, 1}L×N defines the connections between 
individuals and influencers at time t. For simplicity, we assume that each individual follows exactly one medium 
and one influencer, i.e. each row of B(t) and of C(t) contains exactly one entry at all times.

Individuals i = 1, . . . ,N adapt their opinions in time according to the following stochastic differential equa-
tion (SDE)

where Fi defines the interaction force on individual i, σ > 0 gives the strength of noise and Wi(t) are i.i.d. d−
dimensional Wiener processes. The noise can, for example, model unknown external influences, uncertain-
ties in the communication between individuals or free will. The interaction force on individual i is given by a 
weighted sum of attractive forces from all other connected individuals j scaled by the parameter a > 0 as well 
as attractive forces from the respective media scaled by the parameter b > 0 and from the respective influencer 
scaled by the parameter c > 0

The interaction weights between pairs of individuals i, j are given by

(1)dxi(t) = Fi(x, y, z , t)dt + σdWi(t)

(2)

Fi(x, y, z , t) =
a

∑

j′ wij′(t)

N
∑

j=1

wij(t)(xj(t)− xi(t))+ b

M
∑

m=1

Bim(t) (ym(t)− xi(t))+ c

L
∑

l=1

Cil(t)(zl(t)− xi(t)).

(3)wij(t) = Aij(t) φ
(∥

∥xj(t)− xi(t)
∥

∥

)

,
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i.e. they depend on the network and on the opinion distance between the pair of individuals. The weights in the 
force Fi are normalized to ensure a unitary total contribution from all individuals.

Possible choices for the non-negative, pair function φ
(∥

∥xj − xi
∥

∥

)

 are given by:

•	 φ(x) = exp(−x) as in43 that places exponentially more weight on close-by individuals,
•	 φ(x) = 1[0,d](x) as in bounded confidence models10–12 that only allows interactions with other individuals 

that are within a radius d, here 1[0,d] is the indicator function on the set [0, d],
•	 φ(x) = 1 as in the DeGroot model9 resulting in interactions irrespective of the opinion distance between 

individuals.

The first two choices imply that individuals that are already close in opinion space excert higher social influence 
on each other (homophily), while the third choice results in a weight irrespective of the opinions of the interact-
ing individuals.

Remark 1  (Opinion differentiation and higher-order interactions) Apart from the described opinion attraction 
(assimilation), it is also possible to include opinion repulsion (differentiation) between individuals into the 
model. In Ref.44, it is suggested to classify pairs of individuals (i, j) either as friends that attract in their opinions 
or as enemies that repel in their opinions. These pairs (i, j) will have a positive resp. negative edge weight Aij(t) 
and thereby can turn the first term of the force (2) from attraction to repulsion. In Ref.15, another approach 
that extends bounded confidence models is suggested: pairs of individuals can not only become closer in their 
opinions when their opinion distance is smaller than the distance d, but they can also repel from each other 
when they are further apart than the distance D > d . By using the pair function φ(x) = 1[0,d](x)− 1[D,∞)(x) , 
this can be incorporated. But when including differentiation, the weights wij(t) from (3) can become negative 
and hence can no longer be normalized as before. Instead one can for example normalize the force by the total 
number of individuals in the system, N, or by the number of neighbours of an individual, thereby ensuring that 
the interaction strength is independent of the number of individuals in the system.

Additionally, it is possible to describe higher-order interactions among more than two individuals at the same 
time with this model and thereby to more accurately describe group effects such as peer pressure, see e.g.27,45.

Not only individuals change their opinions, but also media agents and influencers, however they adapt their 
opinions on a much slower time scale. The resistance to rapid change is determined by the inertia parameter 
Ŵ > 1 for media agents and by γ > 1 for influencers. With γ < Ŵ media agents are changing their opinions 
on an even slower time scale than influencers. In the limit when the parameters Ŵ, γ diverge, the opinions of 
media and influencers become constant in time. There is a lot of research12,28,31,46 that studies interactions of 
individuals with constant agents (also termed stubborn agents or zealots) but to our knowledge adaptive media 
and influencers have not been studied so far. In particular here media agents m = 1, . . . ,M slowly adapt their 
opinions according to the SDE

such that media agents are drawn in the direction of the average opinion of their followers 
x̃m(t) =

1
∑

k Bkm(t)

∑N
i=1 Bim(t)xi(t). In the SDE, σ̃ > 0 gives the strength of noise on the opinion dynamics and 

W̃m(t) denote i.i.d. d−dimensional Wiener processes. Analogous to media, influencers l = 1, . . . , L slowly change 
their opinions in the direction of their average followership according to the SDE

where the average opinion of followers is given by x̂l(t) = 1
∑

k Ckl(t)

∑N
i=1 Cil(t) xi(t). The noise strength is given 

by σ̂ > 0 , while Ŵl(t) denote i.i.d. d−dimensional Wiener processes.
We have seen that influencers are similar to media agents but are usually more numerous and adapt their 

opinions on a faster time scale. To reflect that relationships on social media are more dynamic than with tradi-
tional media outlets, we further propose an explicit model of how individuals can switch the influencer they are 
currently following. In particular, each individual i can at any time t switch its current influencer l′ to another 
influencer l with a given rate �→l

m (x, t) where m is the medium of individual i and x is the opinion of i. Note that 
the change rate does not depend on the current influencer of individual i and that an individual can therefore 
also change to the influencer it is currently following without any effect. The rate could for example take the 
following form

with scaling parameter η > 0 , pair function ψ , the link recommendation function r and nm,l denoting the fraction 
of individuals that follow medium m and influencer l. By setting the pair function for example to ψ(x) = exp(−x) , 
an individual has an exponentially higher rate to switch to an influencer that has a similar opinion than to an 
influencer with a very different opinion, i.e. there is homophily between influencers and individuals when con-
nections are made. On social media platforms, link recommendation algorithms are often used to suggest new 

(4)Ŵdym(t) = (x̃m(t)− ym(t))dt + σ̃ ˜dWm(t),

(5)γ dzl(t) = (x̂l(t)− zl(t))dt + σ̂ ˆdWl(t),

(6)�→l
m (x, t) = η ψ(�zl − x�) r

(

nm,l(t)
∑M

m′=1 nm′ ,l(t)

)
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connections to users that have the greatest potential to become established47,48. We incorporate link recommen-
dation via the function r by assuming that individuals have a higher chance of switching to an influencer with a 
structurally similar followership. We measure the structural similarity of the followers of influencer l to indi-
vidual i by the ratio of followers that are connected to the same influencer (after switching) and medium as i, 
this proportion is given by nm,l

∑

m′ nm′ ,l
 , and we assume that r is an increasing function on [0, 1].

Parameter choice and initial condition
Throughout the paper we will consider one parameter setting. We consider the dynamics for N = 250 individu-
als, M = 2 media and L = 4 influencers. As an initial condition for t = 0 , we distribute individuals uniformly 
in the opinion space and place the media at y1(0) = (−1,−1) and y2(0) = (1, 1) . To construct the matrix C(0), 
we assign individuals in each of the 4 quadrants to a different influencer. The initial opinions of influencers are 
set to the mean opinion of their followers. For simplicity we will choose A and B to be constant on the chosen 
time scale. We assume an all-to-all connectivity between individuals, i.e. Aij = 1 for all (i, j), and choose for each 
individual i uniformly at random a medium to follow (thereby constructing matrix B). The remaining param-
eters are chosen as: a = 1 , b = 2 , c = 4 , σ = 0.5 , σ̃ = 0 , σ̂ = 0 , Ŵ = 100 , γ = 10 , φ(x) = ψ(x) = exp(−x) , 
r(x) = max{0.1,−1+ 2x} and η = 15.

Example 1: ABM with media and influencers
In Fig. 2, we show snapshots of one realization of the ABM with the parameter setting and initial conditions just 
described. This choice of parameters leads to interesting dynamics with clusters being formed, split and merged.

In particular, when we let the model run, the strong attraction force to influencers ( c = 4 ) results in individu-
als quickly being attracted by their respective influencer and forming 4 clusters (compare with t = 0.1 ). After 
some time, the 4 clusters split further because individuals are also attracted to their medium (compare t = 0.5 ), 
s.t. individuals now form roughly 8 groups. Some individuals switch the influencer to a more suitable influencer, 
i.e. one that is closer in opinion space and whose majority of followers are connected to the same medium as the 
individual. They then get attracted to the new influencer ( t = 1 ), until finally ( t = 2 ) individuals have formed 2 
mixed clusters near the 2 media opinions.

In Fig. 3, we show the evolution of the proportion of individuals that follow a certain influencer and medium. 
Around t = 0 , the proportions are roughly the same. But after t = 0.5 , individuals start switching their influencer 
(the medium cannot be switched), s.t. quickly the followers of each influencer are dominated by individuals fol-
lowing the same medium. Towards t = 2 , the proportion of individuals that follow the medium and influencer 
in the upper right corner (indicated as green triangles) and the proportion of individuals that follow the medium 
and influencer in the lower left corner (shown by blue circles) dominate.

Figure 2.   Realization of the ABM with media and influencers (Example 1). The 2 media agents are marked in 
black, the 4 influencers are indicated by large circles in 4 colours, and the 250 individuals inherit the shape of the 
medium they read and the color of the influencer they currently follow.
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Also, Fig. 2 shows that at t = 2 most of the followers of the medium near (−1,−1) (denoted by circles) follow 
the same influencer that is also near (−1,−1) (colored in blue) while most followers of the medium near (1, 1) 
(denoted by triangles) also follow the influencer near (1, 1) (colored in green). The reason for this dominance is 
that for individuals it is favorable to be close to their medium and their influencer, otherwise they might switch the 
influencer to a more suitable candidate. The two less suitable influencers in the upper left and lower right corner 
now very slowly move towards their few remaining followers. On a larger time scale they will reach the clusters. 
Asymptotically, also the two clusters of individuals, media and influencers will approach another and merge. For 
different simulation runs, the agents behave qualitatively similar. But the individuals following the influencer 
initially at (−1, 1) and (1,−1) are sometimes attracted to a different medium than in the shown simulation.

Rich dynamical behaviour
The situation studied in Example 1 is somewhat symmetric and idealistic. In the Supplementary Information, 
we show realizations for some variations of this setting by changing the strength of influence of individuals, 
influencers and media (parameters a, b, c). This can qualitatively change the way in which clusters are formed and 
merged. To better understand these effects, we additionally performed a detailed study on how different choices 
of influence strength impact (1) the number of clusters and (2) how clustered individuals are around their media 
resp. influencers, see Section Parameter studies in the Supplementary Information. For other initial configurations 
and other choices of parameters and pair functions φ different forms of complex dynamical behavior emerge. 
This ranges from stable opinion clusters centered around “their” influencers (for φ(x) = ψ(x) = 1[0,d](x) and 
no media) to a complex interplay of cluster formation and reformation for several influencers with smaller and 
larger inertia γ , and a less symmetric configuration as in Example 1. The dynamics can become even richer, if 
the interaction network A is already exhibiting clusters. Moreover, different initial conditions lead to different 
transient dynamics. But we leave a more detailed parameter analysis for future work and concentrate here on 
deriving and studying the partial mean-field model of our general modeling framework.

Partial mean‑field (opinion) model
For situations with many individuals but few influencers and media, one can derive the mean-field limit by a 
partial differential equation (PDE) that describes the opinion dynamics of individuals in the limit of infinitely 
many individuals23,24,49 but is usually already a good approximation to the dynamics for finitely many individuals. 
Since here the number of influencers and media is still small and finite, their dynamics are still best described by 
SDEs but now coupled to PDEs for the evolution of the opinion distributions of individuals. We therefore also 

Figure 3.   Stack plot showing how the proportion of individuals that follow a certain influencer and medium 
(marked by the symbols on the left) evolve in time for Example 1.
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call the model a partial mean-field model, compare Fig. 4 for the structure of the model. The coupled system of 
PDEs and SDEs is not only computationally advantageous26 since the computational effort no longer scales with 
N2 (due to the expensive computations of pair-wise distances of individuals in the ABM) but with the number 
of spatial grid cells and independently of N. Additionally, the model is conceptually easier to study for example 
to find critical parameters23–25 or to use the partial mean-field model to control the evolution of the opinion 
distribution through different influencer and media strategies (see next section).

For the sake of simplicity, we subsequently assume a fully-connected interaction network between individuals, 
such that Aij = 1 for all pairs of individuals (i, j). Without this assumption, one would need to derive mean-field 
dynamics for interacting agents on realistic complex networks that have a network limit in terms of graphons50 or 
graphops51,52, but here we will make the standard assumption of a fully-connected network between individuals 
for deriving the mean-field model. Further we assume that each individual follows exactly one medium and one 
influencer at a time and only influencers can be switched at the rate given in (6).

Then let us define the empirical distribution of individuals that follow medium m and influencer l at time t 
by the sum of Dirac Delta distributions δ placed at the individuals’ opinions

This distribution describes the stochastic opinion instances at a given time  t and integrates to 
∫

D ρ
(N)
m,l (x, t)dx =: n

(N)
m,l (t), the proportion of individuals that follow medium m and influencer l.

It can be shown (see Supplementary Information) that as N → ∞ , the empirical distribution ρ(N)
m,l (x, t) can 

be replaced by the limiting distribution ρm,l(x, t) solving the following PDE on the domain D

for each m = 1, . . . ,M and l = 1, . . . , L , where ∇· denotes the divergence operator and � the Laplace operator 
on opinion space. The PDE is accompanied by boundary conditions ensuring that the number of individuals in 
the system is conserved.

The changes of ρm,l are governed by three processes: (i) The first term on the RHS of the PDE is responsible 
for the stochastic diffusion of opinions. (ii) The divergence term models the interaction of the distribution ρm,l 
with the overall distribution of all individuals ρ =

∑

m,l ρm,l as well as with the respective medium ym and the 
influencer zl according to the attraction force at opinion x

(iii) The last term of the PDE is responsible for the mass exchange between different distributions due to indi-
viduals switching the influencer away from l′ or towards l. Note that due to the second and third term, the PDE 
is non-local.

The PDEs are coupled to the SDEs of the media m = 1, . . . ,M

where the average opinion of followers is now given by x̃m(t) =
∑L

l=1

∫

D x ρm,l(x,t)dx
∑L

l=1 nm,l(t)
 with nm,l(t) denoting the limit 

of n(N)
m,l (t) , as well as to the SDE dynamics of influencers l = 1, . . . , L

with x̂l(t) =
∑M

m=1

∫

D x ρm,l(x,t)dx
∑M

m=1 nm,l(t)
 denoting the average opinion of individuals that follow influencer l.

Example 2: comparison on ABM and partial mean‑field dynamics
In Fig. 5 we show a comparison between the ABM averaged over 1000 simulations and the solution of the 
partial mean-field model. To compare the ABM configurations against the opinion distributions in the partial 
mean-field, the opinion distributions resulting from the ABM are visualized via Kernel density estimation with 
Gaussian kernels. The comparison shows that the average results of the ABM simulation are consistent with the 
partial mean-field already for N = 250 individuals in the system.

Strategies in the partial mean‑field model
In the previous section we have stated the partial mean-field model as a reduced model describing the opinion 
dynamics of infinitely many individuals coupled to the opinion dynamics of finitely many media and influencers. 
Assuming deterministic opinion changes of influencers and media (i.e. σ̂ = σ̃ = 0 ), the partial mean-field model 
is deterministic and faster to solve than the ABM, allowing us to study the effect of different (optimal) influencer 
and media strategies.

(7)
ρ
(N)
m,l (x, t) =

1

N

∑

i : Bim = 1,
Cil(t) = 1

δ(x − xi(t)).

(8)
∂tρm,l(x, t) =

1

2
σ 2�ρm,l(x, t)−∇ ·

(

ρm,l(x, t)F (x, ym, zl , ρ)
)

+
∑

l′ �=l

(

−�→l′

m (x, t) ρm,l(x, t)+�→l
m (x, t) ρm,l′(x, t)

)

(9)F (x, ym, zl , ρ) = a

∫

D ρ(x′, t)φ(
∥

∥x′ − x
∥

∥)(x′ − x) dx′
∫

D ρ(x′, t)φ(�x′ − x�) dx′
+ b (ym(t)− x)+ c (zl(t)− x).

(10)Ŵdym(t) = (x̃m(t)− ym(t))dt + σ̃ ˜dWm(t)

(11)γ dzl(t) = (x̂l(t)− zl(t))dt + σ̂ ˆdWl(t),
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Increasing followership
In the version of our opinion dynamics model as specified above, influencers adapt their opinions in the direc-
tion of the average opinion of their followers. This is a very simple strategy for influencers trying to keep their 
followers attached to them33. Other strategies to keep and even increase the number of followers might be more 
fruitful. In the following example we discuss a simple strategy for a new influencer with initially zero followers 
to substantially increase its followership.

Example 3: strategy of an influencer to increase followership
We consider the dynamics as before in Example 1 except with η = 1 . With this choice of parameters, influencers 
strongly affect and attract individuals (since c > a, b ) and individuals only slowly change influencers (due to η 
being small). In this way, once individuals follow a certain influencer, they will remain with that influencer for 
some time.

At time t = 5 we insert an additional influencer into the system with opinion (0, 0) and zero followers. This 
new influencer then moves at a constant speed to the opinion (1.5, 1.5) during the time interval [5, 10]. In Fig. 6, 
we show snapshots of the realization. The inserted influencer l = 5 quickly collects and attracts many followers 
behind. Starting with initially zero followers, the final followershare is 

∑2
m=1 nm,5(10.0) ≈ 0.18 . Moreover the 

time-averaged proportion of followers of influencer l = 5 over the interval [5, 10] comes out to be approximately 
1
5

∫ t=10
t=5

∑2
m=1 nm,5(t) dt ≈ 0.10. Thus the added influencer could substantially increase its followership by mov-

ing to an extreme opinion position. Even a new cluster of followers has formed near the influencer.

Optimal counteraction
More generally, the partial mean-field model also allows to apply optimal control techniques in order to derive the 
best strategy for a single influencer or a medium to achieve a certain objective, such as maximizing the number 
of their followers or optimally counteracting the goal of another agent.

Let ̺ (u) = (ρm,l(t))m=1,...,M,l=1,...,L , the matrix of all different opinion distributions on the time interval [0, T], 
satisfy Eqs. (8), (10), and (11), except for the chosen controlled influencer or medium. When we are interested 

Figure 5.   Mean configuration of the ABM (top row) over 1000 simulations and the solution of the partial 
mean-field PDE. Influencers are now marked by grey circles, and media agents by black circles. The opinion 
distribution of all individuals (i.e. independent of the media/influencer they follow) is shown with a heat plot.

Figure 6.   Opinion distribution ρ evolving in time (Example 3) started from a deterministic uniform opinion 
distribution at t = 0 . At time t = 5 , a 5th influencer (marked by a triangle) is inserted into the system and 
moves at a constant pace in the direction of the right upper corner while collecting new followers. Parameters as 
before except η = 1.
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in the strategy for an influencer agent l = l⋆ , we let the control u determine the behaviour of the l⋆ th influencer, 
i.e. zl⋆ = u , when on the other hand we are searching for a media strategy, we control the m⋆ th medium with 
ym⋆ = u. We can then express the aim of influencer l⋆ to maximize its temporally aggregated followership with 
the objective function

while maximizing solely the final followership means dropping the integral and taking the integrand at time 
t = T . In contrast, if the goal of influencer l⋆ or medium m⋆ is to counteract the maximization of followership 
of another influencer l′ , this can be achieved by maximizing the objective

When the control determines the behavior of influencer l⋆ or medium m⋆ , the control u needs to satisfy certain 
restrictions. That is, the control function u has to come from a set of admissible controls U. On the one hand, U 
is restricted by the necessary domain constraints u(t) ∈ D for almost all t ∈ [0,T] . On the other hand, with every 
control u certain costs are associated. Control discontinuities or even chattering controls could, e.g. increase 
the risk of the control activities being detected, and countermeasures taken. Such concerns can be included as 
a penalty term in the objective, e.g. by

where the parameter α regulates the penalty for large opinion changes. Then, the optimal control problem has 
the general form

After an appropriate control discretization with, e.g. piecewise polynomials, the resulting nonlinear program-
ming problem can be solved by derivative-free methods like Nelder-Mead or by more efficient inexact gradient 
descent53 or stochastic approximation methods. Sufficiently accurate gradient evaluations can be obtained by 
finite differencing the PDE/SDE forward equations for ̺ (u) or by Feynman-Kac type gradient sampling.

Example 4: influencer counteraction
We are interested in the optimal counteraction of influencer l⋆ = 6 when influencer l′ = 5 moves at a constant 
speed to the upper right corner (1.5, 1.5) (as in Example 3) and thereby drastically increases its followership. We 
therefore want influencer l⋆ to move in an optimal way to satisfy

with α = 0.05 . That is, the goal is to minimize the followershare of influencer l′ , while avoiding conspicuously 
drastic opinion changes. The control set U contains all functions with u(t) ∈ D and with piecewise constant 
velocities that only change at 3 chosen time points.

The optimal strategy is shown in Fig.  7 and results in an average followershare of influencer l′ of 
1
5

∫ t=10
t=5

∑2
m=1 nm,5(t) dt ≈ 0.05, which is significantly smaller compared to the value 0.1 that was obtained in 

Example 3 without counteraction. Note also, that the final followershare at time t = 10.0 was decreased from 0.18 
without counteraction to 0.04 with counteraction. The snapshots in Fig. 7 show that the optimal counterstrategy 

Jρ
=

∫

T

0

M
∑

m=1

nm,l⋆ (t) dt,

Jρ = −

∫

T

0

M
∑

m=1

nm,l′(t) dt.

Jp
= α|∂tu|

2

L2(]0,T[),

(12)max
u∈U

Jρ −Jp.

(13)max
u∈U

(

−

∫ 10

5

2
∑

m=1

nm,5(t) dt − α|∂tu|
2
L2(]5,10[)

)

Figure 7.   Opinion distribution ρ evolving in time (Example 4) started from a uniform distribution at t = 0 . At 
time t = 5 , a 5th influencer (marked by a grey triangle) is inserted into the system and moves at a constant pace 
in the direction of the right upper corner. Simultaneously, a 6th influencer (marked by a cross) starts and moves 
in a optimal way to prevent influencer l′ = 5 from collecting many followers. Parameters as before except η = 1.
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of influencer l⋆ = 6 is to steel followers of influencer l′ = 5 by moving along; it thereby stabilizes the opinion 
cluster of individuals. Note that according to the objective specified in (13), this counteraction comes out to be 
more effective than the movement in the opposite direction of influencer l′ = 5.

Example 5: media counteraction
Next, we study the optimal counterstrategy of the media agent m⋆ = 2 in the upper right corner when trying to 
minimize the followershare of influencer l′ = 5 , analogously to the previous example with the objective function 
given by (13). The resulting optimal strategy is shown in Fig. 8. By changing the opinion drastically from the 
upper right to the lower right corner, the media agent manages to decrease the average followershare of influ-
encer l′ = 5 down to 15

∫ t=10
t=5

∑

m nm,5(t) dt ≈ 0.06. Note that since the system dynamics are symmetric wrt. the 
diagonal axis x = y , an equivalently good strategy would be to move to the upper left corner. The counterstrategy 
of the media agent is very different from the counteraction of an influencer (given in Example 4). This is because 
influencers compete for followers and can steal influencers from each other while media agents can only make 
an opinion topic unattractive to individuals by changing the topic.

Conclusion
In this work we provided new mathematical means for the systematic study of how traditional media and influ-
encers might impact coherent structures of the public opinion distribution as modelled by opinion dynamics 
models. Our work does neither claim to describe opinion shifts in real-world social networks nor does it state 
anything about influencing the opinion of an individual human being. It is still an idealized model and, like most 
contributions to the field, can neither claim to describe human opinion formation processes realistically, nor to 
be validated with observational data and controlled sociological experiments. However, it may help to describe 
how shifting individual perspectives and social exchange lead to archetypal states of public opinion distribution 
like coherent opinion clusters. By providing a strategy for understanding how influencing the public opinion 
distribution may be done and counteracted in an optimal way, this work may help us to understand how to face 
current challenges of opinion polarization in complex scenarios.

In particular, our model framework demonstrates the impact influencers and media might have on the opin-
ion distribution by creating stable and coherent opinion clusters that are drawn to the positions of the respective 
influencer or media. We also see that when influencers move to extreme positions, they fragment the opinion 
landscape and gain more followers and more attention in the competitive scenario of social media. Hence, these 
results suggest that those competitive goals could contribute to a polarized and fragmented debate. However, our 
work also offers avenues towards solutions through optimally counteracting those attempts via other influencers 
(or media). These counteracting influencers can stabilize the existing opinion landscape against extreme influ-
encers by strengthening existing opinion clusters. Empirical work needs to be done to validate those strategies 
and interplays that our model is suggesting, potentially through large-scale field experiments on social media. 
Our theoretical work potentially delivers a good basis for developing such alternative strategies for influencers 
in the current system to stabilize online discourse.

In this work we did not explore the full generality of the opinion dynamics model for different interaction 
terms, parameters and different influencer and media strategies. Instead we focused in this work on the feasibility 
by designing the pipeline from the inclusion of influencers and media via the demonstration of the emergence 
of temporarily coherent opinion clusters to the options for influencing the public opinion by optimally chosen 
strategies. The results provided are supported by the analysis of the dynamical patterns that the model exhibits 
for different parameter combinations, such as numbers of opinion clusters and the study of order parameters. 
However, a detailed study of further parameter choices is not included, e.g. different time scale choices, pair 
functions, complex interaction network structures etc.. This was beyond the focus and scope of this study and 
will be left to future investigations.

Figure 8.   Opinion distribution ρ evolving in time (Example 5) started from a uniform distribution at t = 0 . At 
time t = 5 , a 5th influencer (marked by a triangle) is inserted into the system and moves at a constant pace in 
the direction of the right upper corner, simultaneously, the media in the upper right corner (marked by a cross) 
moves in a optimal way to prevent influencer l′ = 5 from collecting many followers. Parameters as before except 
η = 1.
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Data availability
The code for all examples is contained in the GitHub repository www.​github.​com/​LuzieH/​Socia​lMedi​aModel.
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