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Knowledge tracking is to analyze the mastery of students’ knowledge through the learning track. 
This is very important for online education, since it can determine a learner’s current knowledge level 
by analyzing the learning history and then make recommendations for future learning. In the past, 
the commonly used model for knowledge tracking is the convolutional neural network, but it has 
long‑term sequence dependencies. With the invention of Transformer, it has excellent performance 
in long‑sequence modeling by virtue of the attention mechanism, and is gradually introduced into 
the field of knowledge tracking. However, through our research, some knowledge tracking data sets 
have a large number of continuous and repetitive training, which will cause Transformer model to 
ignore the potential connections between some knowledge points. To overcome this problem, we 
introduce a convolutional attention mechanism to help the model perceive contextual information 
better. In addition, we simulate the forgetting phenomenon of students during the learning process 
by calculating the forgetting factor, and fuse it with the weight matrix generated by the model 
to improve the accuracy of the model. As a result, a Transformer‑based Convolutional Forgetting 
Knowledge Tracking (TCFKT) model is presented in this paper. According to the experimental results 
conducted on the real world ASSITments2012, ASSISTments2017, KDD a, STATIC datasets, the TCFKT 
model outperforms other knowledge tracking models.

With the continuous development of society, new challenges have been put forward for the cultivation of talents, 
which makes people pursue high-quality education while also continuously raising the high requirements for 
educational efficiency. It is hoped that within a limited time, students no longer limited by time and space, so as 
to reduce unnecessary time investment while learning high-quality knowledge, this has made online education 
develop rapidly in recent years.Compared with offline education in traditional education, online education has 
certain particularities. In offline education, teachers and students can communicate face to face and make accu-
rate judgments on the degree of knowledge mastery. However, In the online education environment, students and 
teachers often communicate through the network environment, and the quality of education is often not as high 
as that of offline education. so in online education, as shown in Fig. 1, we can rely on the excellent performance of 
deep learning to establish knowledge tracking tasks for students’ past learning trajectories, analyze the learning 
trajectories through models, and judge the degree of knowledge mastery of students.

Since the Google Translate team proposed the  Transformer1 self-attention mechanism structure in 2017, 
it has received extensive attention in the fields of natural language processing and computer vision due to its 
excellent performance, and has gradually replaced the dominant position of the cyclic neural network model. 
Transformer plays an important role in time series prediction because it has no restrictions on the model’s input 
and because the weight matrix generated by the attention mechanism can solve the problem of poor interpret-
ability very well.However, through our analysis, it is found that due to the large number of continuous repeated 
training problems in some data sets, this will cause Transformer to assign too high weights to a small number 
of discontinuous learning records when calculating the weight matrix, which is to a certain extent It will affect 
the model to discover potential connections between different knowledge points. This  paper2 serves as inspira-
tion for us. The Transformer incorporates a convolutional neural network to improve the attention mechanism’s 
perception of contextual information.

The issue of forgetting in the process of human learning has long been a focus of psychological inquiry. 
Ebbinghaus of the University of Berlin in Germany created a forgetting curve  graph3 in 1885, indicating that 
human memory declines with time and that the rate of decline is not constant. In order to express the process of 
forgetting with specific numbers, After our analysis, we selected three features to calculate the forgetting prob-
ability. They are the interval time of the last training, the interval time of the same topic, and the interval time 
of the same knowledge point (there is a one-to-many relationship between topics and knowledge points, so the 
same knowledge points are often distributed in different topics).

Our contributions to this work can be summarized as follows:

OPEN

Guilin University of Electronic Technology, Guilin 541004, China. *email: zhucy@guet.edu.cn

http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-023-45936-0&domain=pdf


2

Vol:.(1234567890)

Scientific Reports |        (2023) 13:19112  | https://doi.org/10.1038/s41598-023-45936-0

www.nature.com/scientificreports/

In addition to the Recurrent Neural Network (RNN) model previously used by Deep Knowledge 
Tracing(DKT), we use the Transformer model as the foundation. This model can process sequences of any length, 
and the model is highly interpretable. The model’s weight matrix can help us better understand the relationship 
between different knowledge points’ associations.

To overcome the problem of the data set itself, we use a Convolutional Neural Network (CNN)4 to perform 
convolution processing on the input data, so that the attention mechanism can better perceive the potential 
connection between different knowledge points.

In addition to that, there is simulation of the forgetting behavior in the brain learning process, and use of 
the forgetting behavior as one of the reference standards for prediction, which is more in line with the human 
learning process.

Related work
This section provides a brief overview of several knowledge tracking modeling methods that have been widely 
used in previous research.

The Bayesian Knowledge Tracing (BKT)5 model is one of the most widely used knowledge tracing models. 
BKT represents the learner’s knowledge status as a set of binary variables, which represent whether students have 
mastered or not mastered a certain knowledge point. After each training session, BKT updates the probabilities 
of these binary variables using a Hidden Markov Model (HMM). BKT has been considered as the method of 
choice in the field of KT for the past 20 years, and improvements have been made on original models, such as 
variants of  BKT6, variants of logistic  regression7 and item response  theory8, The performance difference between 
BKT and BKT variants is  negligible9. Although BKT has had significant success in the field of KT, it also has 
significant problems. The state of students cannot be represented well by only binary  variables10, and it can only 
model individual knowledge concepts, thus ignoring the relationship of different knowledge concepts.

Deep Learning Based Knowledge Tracing(DLKT), the DKT model proposed by Piech et al.10, is a pioneering 
work in the field of DLKT, as well as the basic model. RNN is the foundation of DKT. RNN is a memory-based 
sequence model, and the sequence structure allows it to conform to the recency effect in learning and preserve 
learning trajectory  information11.RNNs including variants such as Long Short Term  Memory12 (LSTM) and 
Gated Recurrent  Unit13 (GRU) are the most widely used model in the field of DLKT. DKT takes students’ learning 
interaction records as input and transforms them into a vector input model using one-hot encoding or compress 
 sensing14. In DKT, the RNN’s hidden state is interpreted as the student’s knowledge state, and the hidden state is 
then passed through an activated linear layer to produce a series of prediction results. The length of the resulting 
sequence is equal to the number of questions, and each element represents the student’s predicted probability of 
correctly answering the corresponding question.

Although DKT outperforms existing classical methods in terms of predictive performance, it has been criti-
cized by a small number of other scholars due to its practicality in educational  applications15–19. This is primarily 
due to the fact that the hidden state is inherently difficult to interpret as a knowledge state, and the DKT model 
does not conduct in-depth knowledge interaction  analysis20, resulting in poor interpretability.

Context-Aware Attentive Knowledge Tracing(AKT)21, a model based on the self-attention mechanism, has 
achieved cutting-edge performance. This demonstrates the utility of self-attention mechanisms. Vaswani et al.22 
later employed the self-attention mechanism instead. For RNN, the entire model framework is built, and the 
Transformer model is proposed. There is no long-term dependency issue because the Transformer model is 
independent of the RNN framework. Originally, the Transformer model was used for machine translation tasks, 
and it produced good results. Later, some researchers applied it to knowledge tracking and obtained results 
comparable to the DLKT model based on RNN, with no long sequence dependency problem.

Pandey et al.23 pioneered the use of the Transformer model in knowledge tracking, proposing the Self-
attention Knowledge Tracing(SAKT) model. Choi et al.24 believed that the SAKT model’s attention layer was 
too shallow and proposed the Deep Knowledge Tracing With Transformers(SAINT) model to address this issue. 
Pu et al.25 enhanced the Transformer’s structure by including the structural information of the question and the 
time information of the answer.

Figure 1.  Knowledge tracking model.
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Model architecture
In this section, we will go over each component of the model in detail. Definitions for commonly used data for 
knowledge tracking are included. A positional encoding construct used to keep data position information safe. 
A demonstration of how and what convolutional layers do. How the attention mechanism works, as well as the 
weight matrix and forgetting factor.

Problem definition
Generally speaking, the KT task can be defined in the following form: The student-learning interaction sequence 
is defined as Xt = {x1, x2, · · · , xt} , where t  is the number of interactions, and each learning interaction is usually 
represented as a question–answer tuple xt = (qt , at) , It means that the students answered the question qt at the 
moment, at indicates the circumstances of the answer, at ∈ {0, 1} indicates whether the question is answered 
correctly, 1 means correct answer, 0 means wrong answer, The model predicts that the probability of answering 
the next question correctly is P(at+1 = correct|qt+1,Xt).

Position encoding
The RNN is a sequential structure, and the model already includes the positional relationship between the ele-
ments, but the Transformer is a completely different model than the RNN. It replaces the RNN with the Attention 
mechanism. As a result, the Transformer lacks position information, and the model is unable to determine the 
relative and absolute positions of each element in the sequence. Position information is critical in the knowl-
edge tracking process, and the training position of knowledge points may be critical for prediction. Because the 
results are so important, we must include the positional relationship in the input vector so that the model can 
understand the positional information of the knowledge points in the input sequence.

Figure 2 depicts the original method of the transformer we used for position encoding. In position encoding 
we give a history sequence of length n, where i represents for dimension, k represents a distance constant, t 
represents the position of each interaction in the history sequence, →

pt
∈ R

d represents the vector corresponding 
to the t position, and d is the dimension of the vector. f : N → R

d is a function of the production position vector 
→
pt

 , defined as follows:

where ωk is defined as follows:

(1)→(i)
pt = f (t)(i) :=

{

sin (ω · t), if i = 2k
cos (ωk · t), if i = 2k + 1

(2)ωk = 1

100002k/1

Figure 2.  TCFKT model construction.
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The calculated position encoding can be combined with the original data encoding, so that the model can 
finally learn the dependencies between positions. The combination method is as follows:

Convolutional layer
CNN has unique advantages in speech recognition and image processing with its special structure of local weight 
sharing. Its layout is closer to the actual biological neural network, and weight sharing reduces the complexity 
of the network.

There are two main reasons for adding convolutional layers:
1. Through the analysis of the data set, we found that many students have trained a large number of the same 

knowledge points in a continuous period of time. We do not know whether this is caused by the fact that there 
are fewer knowledge points in the real data set, or the students’ habit of doing questions. As shown in Fig. 3, 
Student A answered the 6th knowledge point 51 times in a row, Student B answered the 8th knowledge point 31 
times in a row, and Student C answered the 4th knowledge point 29 times in a row.

2. The Transformer dot product operation has the problem of insensitive context awareness, it cannot pay 
attention to a small number of knowledge points that appear during the calculation process. For example, if 
a student learns 30 questions, the first 29 questions are the same addition operation, and the last question is 
multiplication operation. Transformer often ignores the relationship between the last question and the previous 
questions for this sequence, but this relationship should be noticed. Multiplication is a simplified addition, and 
they are related in the knowledge system.

In order to solve the above two problems, we first process the encoded data through the convolution layer, 
and then connect the processed data with the attention mechanism. The specific processing process is as follows.

where X is the input data and W is the convolution kernel of the convolutional network.

Attention mechanism
The Query, Key, and Value embedded vector concepts in Attention originate from the information retrieval 
system. Query (to match others): The input information has a guiding role, including what information we need, 
Key (to be matched): The content information represents other information to be matched, Value (informa-
tion to be extracted): The information itself, V is just a simple expression information about the input features. 
Process the student’s input sequence Xt to get Xc . Xc is obtained by multiplying three different weight matrices 
{

WQ ,WK ,WV
}

 to obtain {Q,K ,V} as follows:

After the input data is processed, the feature vector is obtained. First, the feature vector is convoluted, and 
the embedding vector Q, K, V is generated by the encoding process and then enters the Attention. First, the 

(3)X = Embedding(X)+ Position

(4)Xc = (X ∗W)
(

i, j
)

=
∑

m

∑

n
x
(

i +m, j + n
)

w(m, n)

(5)Q = Xc ∗WQ

(6)K = Xc ∗WK

(7)V = Xc ∗WV

Figure 3.  Student training records.
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Attention score of each vector is calculated by the multiplication of the Q and K points. In order to ensure the 
stability of the gradient, it requires normalization of the Attention score. Next, the Attention score needs to be 
activated with the Softmax activation function, and the activation result is multiplied by V to obtain the weight 
matrix Z of each weighted input vector. Defined as follows:

After the weight matrix is obtained, it will be sent to the feed-forward neural network layer. The first layer 
of the feed-forward neural network is the ReLU activation function, and the second layer is the Feed Forward 
Network(FFN). The specific definitions are as follows:

Forgetting factor
One of the oldest problems in experimental psychology is forgetting. Ebbinghaus proposed the forgetting curve, 
which shows that people’s forgetting changes with time, and that as time passes, the speed of forgetting decreases, 
eventually becoming a slow process with a relatively stable level. As a result, we examine students’ forgetting 
behavior during the learning process using three variables: the interval time of the same knowledge point inter-
action, the interval time of the same topic interaction, and the interval time of the adjacent topic interaction 
(there is a one-to-many relationship between topics and knowledge points, so the same knowledge points are 
often distributed in different topics)..

Through the above three time factors, we will have forget behavior defined as:

f
(

q, c, p
)

 can be understood as the amount of forgetting of students at a certain moment, which consists of three 
parts of calculation, as shown in Fig. 4.

We define the interval between the current question and the previous same question as �n,n−1 . The interval 
between the knowledge points contained in the current topic and the previous same knowledge point is �c,c−1 , 
and the interval between the current topic and the previous topic is �q,q−1.

Experiment
In this part, we selected 4 data sets in the real world to verify the effect of the model, and compared with three 
excellent models. The experimental results show that our model is better than other models in performance result.

Dataset
As shown in Table 1, we conduct our experiments using four real-world public datasets: ASSISTments 2012, 
ASSISTments  201726, KDD  a27, and Statics.

(8)Attention(Q,K ,V) = softmax
(

QKT
√
dk

)

V

(9)FFN(Z) = max (0,ZW1 + b1)W2 + b2

f
(

q, c, n
)

=
∑

i=q,c,n
θq,q−1e

�q,q−1 + θc,c−1e
�c,c−1+ θn,n−1e

�n,n−1

Figure 4.  Forgetting factor principle.

Table 1.  Experimental data.

ASSISTments2012 ASSISTments2017 KDD a Statics

Users 19,917 1709 569 4000

Skills 112 102 112 50

Questions 47,124 3162 574 618

Records 708,631 94,286 173,113 20,000
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The ASSISTments dataset is the tutoring history gathered by online tutoring platforms, and it has long been 
one of the most commonly used datasets in the field of knowledge tracking. ASSISTments 2012 collected 708,631 
learning records from 19,917 students. All records contained 112 knowledge points and 47,124 knowledge 
point-based questions. ASSISTments 2017 is the result of a competition between ASSISTment and 2017. A total 
of 942,816 interactions with 1,709 students have been recorded. Every record has 102 knowledge points and 
3,162 questions made up of knowledge points. This is an interaction with the most informative dataset in terms 
of the number of interactions.

The KDD dataset contains rich skills and interaction information from interactions between students and the 
computer-aided tutoring system. KDD an is made up of 173,113 interaction records from 569 students, each of 
which contains 112 knowledge points and 574 questions.

The STATICS data set is a training record collected from university courses, which mainly includes the field 
of engineering mechanics. The data set records a total of 4,000 learners, 50 knowledge points, and 20,000 learn-
ing records of 618 questions.

Result analysis
We also conducted a comparative study on the weight matrix generated by the Transformer to see if the CNN 
can improve the perception ability of the weight matrix to the knowledge points that appear in a small amount, 
as shown in Fig. 4.

We analyze the weight matrix in Fig. 5 by combining it with the original data. The knowledge point with very 
low frequency is the position in the visualization where the brightness is relatively unbalanced. The transformer’s 
weight matrix cannot be well matched with other knowledge points. The weight distribution becomes more 
balanced after CNN fusion, indicating that after CNN processing, the correlation between knowledge points 
can be better discovered.To test whether our forgetting representation method can capture students’ forgetting 
processes, we took 20 consecutive training records from the real data set and calculated the forgetting amount 
of each topic at each time point using our forgetting representation method. Figure 6 depicts the end result.Each 

Figure 5.  Comparison of weights before and after data convolution.

Figure 6.  Forgetting factor calculation result.
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row represents a student’s learning record, and the forgetting probability is calculated by calculating the forgetting 
probability of the topics learned at each time point. Different colors represent different forgetting probabilities.

We can see from the analysis of the amount of forgetting that, using the students’ record in the first row as an 
example, (1, 2) is the amount of forgetting calculated by the students for the first training of the ninth question. 
The color indicates that the amount of forgetting is relatively high. When the 9th question appears for the second 
time, the amount of forgetting decreases, and when the 9th question is retrained in a short period of time, the 
amount of forgetting decreases even more. This result is consistent with our acceptance of the law of forgetting. 
Furthermore, after calculating all of the forgetting amounts, we combine it with the weight matrix generated 
by the Transformer, as shown on the right in Fig. 6, to improve the model’s prediction accuracy even further.

We run extensive experiments on real datasets to assess TCFKT’s performance. In order to provide consist-
ent experimental results, we evaluate the model’s performance using the area under the curve (AUC) metric.

In this experiment, we assess the reliability and progression of TFCKT by predicting whether students will 
answer correctly the next time based on previous learning sequences. Figure 7 depicts the experimental results. 
Several observations are as follows:

On all four datasets, our TCFKT model has the highest AUC. Our TCFKT model achieves a significant 
improvement of 3.96% on average to 0.7871 on the ASSIST17 dataset, compared to AKT’s 0.757121. In the KDD 
a dataset, the TCFKT model improves by 3.71% on average to 0.8125, compared to the 0.7834 achieved by AKT.
On the Statics dataset, AKT and  DKVMN28 have comparable performance, with 0.8265 and 0.8204, respectively, 
and TCFKT and AKT have a 2.12% improvement over DKVMN. The results of the ASSIST15 dataset show a 
significant improvement of 1.94% on average, with an AUC of 0.7621 for AKT and an AUC of 0.7701 for TCFKT, 
a significant improvement of 1.94% on average. On all four real datasets, TFCKT achieves the best prediction 
results. This result demonstrates that TFCKT can perform higher fusion of experimental data via CNN on the 
basis of Transformer, and further improve model accuracy via forgetting factor.

Conclusion and future work
We propose a Transformer-based knowledge tracking model in this paper. We were initially inspired by the 
Transformer model. On this basis, we added a convolutional neural network to solve the problem of a large 
number of repetitions in students’ problem records. The original model can overcome the context by using 
convolutional neural network data processing. It can also detect insensitive questions in order to better discover 
potential connections between various knowledge points. On this basis, the forgetting factor is added as a key 
factor. The forgetting factor simulates people’s forgetting behavior during the learning process, and the output 
results of the remaining models are combined to better predict the results at the next time point. Finally, we 
run a large number of experiments on multiple real-world datasets, and the results show that our model is both 
interpretable and performant.

However, according to our findings, the learning order of students in knowledge tracking is a critical factor. 
The position encoding included with the Transformer model calculates the position of each interaction using a 
fixed sine and cosine, which may result in the position between the associated knowledge points being lost. As a 
result, we intend to use a complex position encoding method in the following step, so that the position encoding 
can contain more feature information.

Data availability
The datasets during the current study are available in the repository, [http:// base. ustc. edu. cn/ data/].
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