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Investigation of EDF evolution 
and charged particle transport 
in E × B plasma based negative ion 
sources using kinetic simulations
Miral Shah 1*, Bhaskar Chaudhury 2,5* & Mainak Bandyopadhyay 1,3,4,5

A spatially varying transverse magnetic filter field (TMF) is present in an E × B plasma-based negative 
ion source to improve negative ion yield. The TMF strength ranges from 1 to 10 mT, causing the 
plasma electrons to become magnetized while leaving the ions either unmagnetized or partially 
magnetized. As a consequence, plasma drift, particle trapping, double layer (DL), and instabilities 
are observed in a negative ion source. The transport of plasma through the TMF is influenced by these 
phenomena, subsequently affecting the energy distribution functions (EDFs) of both electrons and 
ions in the plasma. Measurement of EDFs in such systems is a challenging task due to the presence 
of a strong magnetic field. To address this, a 2D-3V Particle-in-Cell Monte Carlo Collision (PIC MCC) 
model is employed to study the spatio-temporal evolution of the EDFs separately for electrons and 
ions. The electron EDF (EEDF) remains Maxwellian, while ion EDF (IEDF) gradually transitions to 
non-Maxwellian as measurements are taken closer to the TMF region. The present study reveals that 
the IEDF is more sensitive to the operational conditions compared to the EEDF, as evidenced by the 
changes observed in both EDFs under different plasma operational conditions.

The study of plasma transport in partially magnetized E × B plasma devices and the instabilities that arise from 
self-generated electric fields has indeed gained significant attention in recent times due to its wide range of 
applications1–5. These applications include negative ion sources for nuclear fusion, material processing, Hall 
thrusters, electron cyclotron resonance sources, ion-mass separators, and linear magnetized machines for basic 
studies. In particular, low-temperature plasma-based negative ion sources are of great significance in neutral 
beam injection systems, which play a crucial role in heating nuclear fusion reactors6. Magnetic field configuration 
in negative ion sources, particularly the transverse magnetic filter (TMF) field plays an important role not only 
to improve negative ion yield but also to control co-extracted electron current when negative ions are extracted 
as an ion beam by an electrostatic ion beam extractor system7,8. Plasma after being produced in the source 
region flows out towards the expansion region and then towards extraction region through the TMF field9. The 
spatially varying TMF field controls the plasma flow and cools down the electrons near extraction region, which 
helps to reduce the negative ion destruction and the co-extracted electron current during beam extraction. The 
self-consistent generation of gradients of plasma density, temperature, and space potential within the plasma 
volume is a consequence of the spatially varying TMF field. These gradients serve as a source of free-energy that 
can trigger instabilities10,11 and affect the plasma diffusion through TMF12.

Experimental and simulation studies on low temperature plasmas typically involve analyzing plasma param-
eters, including plasma density, electron temperature, and potential, as well as their respective profiles to under-
stand plasma transport13–19. Energy distribution functions (EDFs) of the electrons and ions determine the plasma 
parameters, and various reaction rates of electron and ion induced processes that generate reactive species20,21. 
EDFs measurements are normally done by electrostatic probes but are challenging in such experiments due to 
the presence of magnetic field20–26. However, the Particle In Cell Monte Carlo Collisions (PIC-MCC) simulations 
facilitate the study of the evolution of EDFs. Plasma parameters such as mean electron energy, plasma conduc-
tivity, Debye length, and ion sound speed are calculated from the low energy part of EEDFs (electron EDFs). 
While inelastic collision rates and floating wall potential are calculated from the high energy part of EEDFs. 
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IEDFs (ion EDFs) are associated with surface effects and ion dynamics plays an important role in the surface 
production route of negative ions27,28. While several studies on the EEDF have been reported, there is a noticeable 
lack of literature focused on IEDFs and their role in plasma transport through the TMF in negative ion sources. 
Recently, an experimental IEDF study carried out in SPIDER negative ion source is reported29. The simulation 
work conducted in our study aims to provide valuable insights for researchers focused on the E × B based plasma 
devices, especially the negative ion source community working on the development of high current sources. We 
present a detailed investigation of spatial and temporal evolution of EDFs for electrons and ions using 2D-3V 
PIC-MCC model. In addition, different parametric studies are performed to understand the effect of magnetic 
field on the nature of EDFs. The results of this investigation provide new insights into the sensitive nature of the 
IEDF under varying bias potential and magnetic field profiles, compared to the EEDF. The “Discussion” section 
of the paper explains the reasons behind this sensitivity.

The Rf Operated Beam source in India for Negative ion research (ROBIN), commissioned in Institute for 
Plasma Research (IPR), India has been considered as the reference ion source for this study15,30,31. Details of 
ROBIN are available in refs30–33. As shown in Fig. 1a, ROBIN has four distinct regions—(1) driver or source 
region, where plasma is created; (2) expansion region, (3) transverse magnetic filter (TMF) region, and (4) extrac-
tion region, from where ions start escaping out for beam extraction. In such an ion source, the magnetic filter 
field is in the range of 1–10 mT so that it only magnetizes electrons, and ions remain un-magnetized or weakly 
magnetized. The TMF profile is in Gaussian shape and perpendicular to the plasma flow from the source region 
to the extraction region. The plasma-facing grid (Plasma grid, PG) is the extreme right-hand side boundary of 
the extraction region which can be biased with a potential (called PG bias potential) to influence the plasma flux 
crossing the transverse magnetic filter. PG bias with positive potential controls the co-extracted electron current 
during the beam extraction. A combination of an in-homogeneous TMF field and the PG bias voltage introduces 
charge separation and hence relatively sharp potential gradient occurs in the magnetic filter region. This sharp 
potential drop is due to a double layer (DL) formation34,35. The characteristics of the DL strongly depend on the 
electron and ion velocities35–37. Splitting in ion velocities, a signature of DL is also reported in the TMF region35. 
In our earlier works, we have performed detailed studies on the background plasma consisting of electrons and 
H+
2  ions in the context of negative ion sources32,38. In the plasma volume, the fraction of negative ions produced 

through volume processes is too small to influence the overall plasma dynamics39. However, near the ion extrac-
tion region where electron temperature is low and the surface production route is dominating, the contribution 
of negative ions needs to be considered with equal weightage. Given the scope of our study, which centers on 
plasma transport in the magnetic filter region, any effects of negative ion production through surface processes 
on the background plasma profiles were found to be negligible.

EDF of a species (electrons or ions H+
2  ), defined as the number of species per unit energy range, is calculated 

using the Eq. (1), considering all degrees of freedom associated with the species40,41:

where fε : non-normalized energy distribution function, P(ε)dε = n(ε)dεN  = probability of finding particles with 
energy ε within bin of bin size dε , n(ε)dε : number of species n(ε) in the energy range dε in a given region, N: 
total number of particles (species), ε0 : initial energy, and εf  : final energy. In our study, ε0 = 0 eV, and εf  = 100 
eV for EEDFs and 25 eV for IEDFs. EDF is normalized by dividing EDF with a maximum of all n(ε)dεN  in each 
regions (or each times) of the simulation domain in a single plot. Normalized EDF gε is calculated by dividing 
EDF fε by MAX (=max{P(ε)dε}).

The simulation domain used in this study is XY 2D plane (as shown in Fig. 1b). Velocities of the particles 
are in 3D space. The periodic boundary condition (no wall loss) is applied to the top and bottom boundaries 
of the simulation domain (as shown by the dashed line in Fig. 1b). In the simulation domain, the left and right 
boundaries are kept at 0V (no bias voltage is applied). The voltage given to the right-hand side boundary (PG 

(1)fε =

∫ εf

ε0

P(ε)dε ≈
∑

ε0≤ε≤εf

P(ε)dε

Figure 1.   (a) Schematic of ROBIN ion source configuration, showing the simulation domain, different regions, 
TMF location, and plasma grid which can be biased independently. (b) The simulation domain is in the XY 
plane. The magnetic filter field is in the +Z direction whose Gaussian profile is shown in the black dotted line. 
Dashed black lines on top and bottom horizontal boundaries show periodic boundaries (no wall loss). The 
Blue dashed line shows the boundaries of different regions in the simulation domain. Different color lines are 
showing regions where EDFs are calculated. The table on the right-hand side shows the region with dimensions 
on X-axis.
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surface) near the end of the magnetic filter is known as the bias voltage. The details of the 2D-3V PIC-MCC 
simulation model are given in the “Methods” section.

Results
The data obtained from our 2D-3V PIC-MCC simulations are used to calculate EDFs in different regions of 
the simulation domain. At the start of the simulation, velocities (EDFs) of particle species are initialized with a 
Maxwellian distribution corresponding to respective initial temperature considerations which later are modi-
fied or evolve self-consistently in time and space. The EDFs are modified due to various collisions, drifts, and 
instabilities created by the magnetic field profile and self-consistent local electric fields. Figure 1b depicts five 
distinct regions within the simulation domain, which are color-coded and used to calculate the energy distribu-
tion functions (EDFs) in different areas. The black dotted line in the figure represents the transverse magnetic 
field profile. The right-hand side table in Fig. 1b shows the dimensions of the five different regions. Figure 2 shows 
a complete spatio-temporal map of EEDFs in log-log scale at different times in different regions of the simulation 

Figure 2.   Spatio-temporal evolution of EEDF in case of three different magnetic fields with 0V bias: (I) 0 mT, 
(II) 3 mT, and (III) 7 mT. EEDFs are computed at different times (0 µ s, 0.6 µ s, 1.2 μs, 6 μs, 9 μs, 12 µs, 15 μs, 
18 μs, 21 μs, and 24 µ s) in five different regions of the simulation domain. Different regions are (a) source 
(0.10–0.12 m), (b) expansion (0.20–0.22 m), (c) MagFilter1 (0.38–0.40 m), (d) MagFilter2 (0.45–0.47 m), and 
(e) MagFilter3 (0.49–0.51 m). The arrow in each figure shows the time advancement direction.



4

Vol:.(1234567890)

Scientific Reports |        (2023) 13:20044  | https://doi.org/10.1038/s41598-023-45656-5

www.nature.com/scientificreports/

domain (source, expansion, and three different sample zones in the magnetic filter regions as marked in Fig. 1b) 
for three different magnetic field configurations, without any PG bias voltage (Case-I, No magnetic field; case-II, 
3mT magnetic field, and case-III, 7mT magnetic field).

All EEDFs at different regions within the simulation domain are Maxwellian in nature, which agrees with 
similar kinds of low-temperature plasma experiments having magnetic filters21,42. The analysis of the EEDFs, 
shown in Fig. 2, reveals that the source region shows a broader width with a long tail due to power coupling 
considerations32, indicating the presence of more energetic electrons. As electrons travel from the source region 
to expansion region and then to the magnetic filter region, the width of EEDFs became narrower with a shorter 
tail indicating a gradual decrease in plasma temperature (nearly 5.5 eV in source and 3 eV in magnetic filter 
region). Additionally, the peak of each EEDF shifts towards lower energies as it moves from the source region to 
the magnetic filter region. EEDFs change abruptly when electrons move from expansion region to the magnetic 
filter region. In addition, there is a significant difference between the EEDFs obtained in the magnetic filter 
region32. This indicates that within the magnetic filter region, plasma characteristics are changed rapidly in space.

As seen in Fig. 2, generally EEDFs become narrow as time progresses in all the regions because electrons lose 
their energies through collisions. The stability of simulation results depends on low-frequency events linked with 
ion dynamics. In addition, ion has a residence time in the order of a few µ s. EEDFs become stable after 6 µ s in 
case-II and case-III as shown in Fig. 2. From our simulations, we find that EEDFs remain Maxwellian due to 
high collision frequencies32, and the nature of EEDFs is not sensitive to the magnetic field values; however, the 
width of the distributions go down with time. The results show that the width reduction is more pronounced 
at higher magnetic fields, suggesting that the plasma is colder under these conditions. We have estimated the 
electron temperature using EEDFs. After 10 µ s, electron temperature become stable as seen in Fig. 3. Figure 3 
clearly shows low temperature ( ∼ 3 eV) in the magnetic filter region (MF-2 and MF-3).

After analyzing the EEDFs for different configurations, the next step would be to examine the correspond-
ing temporal evolution of ion EDFs (IEDFs). This information can provide further insight into ion transport in 
similar ion source configurations. The temporal evolution of IEDFs for similar configurations is presented in 
Fig. 4. The PIC simulation utilized in this study assumed a uniform Maxwellian IEDF with a low ion temperature 
of 0.1 eV as the initial condition. This means that ion velocities are distributed uniformly across the simulation 
domain. As it evolves with time, we observe that IEDF becomes non-Maxwellian, and a secondary peak appears 
near the high energy side in presence of the magnetic field. IEDFs are nearly Maxwellian in source and expansion 
regions as shown in Fig. 4Ia–b,IIa–b and IIIa-b. Whatever relatively small bi-Maxwellian nature is visible, is due 
to the sheath-presheath electric field formed on the source backplate surface (left-hand surface in the simula-
tion domain). But as one moves towards the extraction side (i.e. MagFilter1—0.38  to 0.40 m, MagFilter2—0.45  
to 0.47 m, and MagFilter3—0.49  to 0.51 m), IEDFs become prominently non-Maxwellian, and the width of 
IEDFs becomes wide (i.e. ions have higher energies). This nature of IEDFs is opposite to the trend seen in EEDFs 
shown in Fig. 2. IEDFs are the widest in the MagFilter3 region (near the extraction boundary). The increase in 
ion energy is due to the influence of the resultant electric field comprised of (a) sheath-presheath electric field 
on the extreme right-hand side surface of the simulation domain (PG surface), (b) electric field due to applied 
bias potential on that PG surface, and (c) electric field generated by the DL in the TMF zone35. The resultant 
electric field influences the velocity of the ions in these zones. TMF field significantly changes the IEDFs as shown 
in Fig. 4IIc-e and Fig. 4IIIc-e. There are significant differences between cases without a magnetic field (case-I) 
and with a magnetic field (case-II for 3mT maximum magnetic field and case-III for 7mT maximum magnetic 
field). IEDFs become broader and non-Maxwellian in case-IIc (Fig. 4IIc) and case-IIIc (Fig. 4IIIc) than case-Ic 
in Fig. 4Ic. These changes are due to the DL formation in the presence of the magnetic filter field11. Like EEDFs, 
the IEDFs also reach a stable state after 6 µ s. The figures suggest that the Non-Maxwellian IEDFs consist of two 
superimposed distributions: one with cold bulk ions that are randomly distributed, and the other with accelerated 
ions caused by the resultant electric field generated by either presheath-sheath or double layer.

Figure 3.   Electron temperature calculated from EEDFs for different time for different marked areas (source, 
expansion, MagFilter-1, MagFilter-2, and MagFilter-3) in the Fig. 1b. (a) 0 mT, (2) 3 mT, and (3) 7 mT. All three 
cases are with 0 V bias potential.
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EDFs give information about energy components corresponding to all three velocity components ( Vx ,Vy , 
and Vz ). The information about a particular velocity component is not observed in the EDFs. However, the 
information about the velocity components can be captured by recalculating energies using specific velocity 
components. The present simulation methodology has the flexibility to identify the velocity components driven 
by X-axis electric fields (sheath, DL) and Y-axis drifts (E× B drift, diamagnetic drift, etc.). Fig. 4 shows IEDFs 
calculation using all the velocity components. Fig. 5a compares two different IEDFs; first, calculated using ( Vy 
and Vz ) to understand the influence of the drift by neglecting Vx component due to axial electric field; and second, 
calculated using all the velocity components ( Vx ,Vy , and Vz ). The area under IEDFs represents number density. 
Differences between areas under two IEDFs show the effect of the Vx components on the ions (see Fig. 5a). In 
the absence of the magnetic field (case-1 0 mT in Fig. 5Ia), nearly 40 % of ion density accelerates in the X direc-
tion. But ion density population accelerated in the X direction decreases with increasing magnetic field (21 % in 
case-II (3 mT) in Fig. 5IIa and 14 % in case-III (7 mT) in Fig. 5IIIa). This indicates the contribution of cross-field 
drift in presence of the TMF field influences the IEDF significantly.

Figure 4.   Spatio-temporal evolution IEDF in case of three different magnetic fields without PG bias (0V): (I) 
0 mT, (II) 3 mT, and (III) 7 mT. IEDFs are computed at different times (0 µ s, 0.006 µ s, 0.6 µ s, 12 µ s, and 24 µ s) 
in five different regions of the simulation domain. Different regions are (a) source (0.10–0.12 m), (b) expansion 
(0.20–0.22 m), (c) MagFilter1 (0.38–0.40 m), (d) MagFilter2 (0.45–0.47 m), and (e) MagFilter3 (0.49–0.51 m). 
The blue shaded area within red circle highlights second-peak due to accelerated ions.
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Discussion
In our simulations, we aimed to replicate real-world experimental scenarios as closely as possible. The plasma is 
allowed to evolve over time while being subjected to heating in the driver region with a MHz frequency, mirror-
ing the conditions observed in the actual experiments31. Throughout the simulations, we closely monitored the 
evolution of plasma profiles under these specific conditions. To ensure the credibility of our results, we carefully 
benchmarked the simulation outcomes with the corresponding experimental data32. Notably, the drifts and 
instabilities were consistently observed in our simulations as well11,32. This alignment between the experimental 
and simulated observations confirms the physical relevance and accuracy of our kinetic simulations. It is essential 
to recognize that kinetic simulations necessitate certain initial assumptions to initiate the plasma evolution over 
time. While we acknowledge this fact, we want to emphasize that these assumptions are rooted in the experi-
mental parameters and conditions, making them a valid starting point for our investigation. As shown in our 
earlier work32, plasma parameters such as electron temperature and plasma density starts converging after 10 
µ s, and if we take different initial profiles, EEDFs and IEDFs evolve differently till 10 µ s, however they show a 
similar trend after the convergence of plasma parameters.

In the results section, we presented the evolution of EDFs for electrons and ions at various locations in the 
plasma volume and under different operational scenarios of the ion source plasma. As expected, the EEDFs 
remained Maxwellian and the energy content and density decreased as one moved from the source region to 
the extraction region. However, the behavior of IEDFs is different from that of EEDFs. When a 0 V bias volt-
age (without PG bias) is applied at the extraction boundary, the EEDF remains relatively unchanged over time 
(Fig. 2), whereas the IEDF changes rapidly (Fig. 4). Additionally, Fig. 4 shows that the IEDFs have long tails with 
a characteristic “second peak” observed near 10 eV (shown by the blue shaded area in the red circle).

In all the non-Maxwellian IEDF plots (Figs 4, 5a,b, 6), the characteristic second peak is observed, which 
represents a beam like ionic population fraction having higher velocity or energy. Considering the case of 0 mT 
and 0 V bias, the second peak of IEDFs shifts from 1  to 3 eV range when the location shifts from MagFilter1 
to MagFilter2 region. The second peak moves to 10 eV when the position reaches near the extraction region 
(MagFilter3) close to the right-hand side bias surface which is kept at 0 V. Ions got accelerated due to the sharp 
potential gradients near the boundaries due to the presheath-sheath. In the case of the magnetic field (case-II 

Figure 5.   Component wise Ion Energy Distribution Function (IEDF). Dashed line shows IEDFs calculation 
from all three velocity components ( Vx , Vy , and Vz ). Solid line shows IEDFs from two velocity components [In, 
(a) Vy and Vz and (b) Vx and Vz ]. (c) Ion velocity in the Y-direction in m/s is also shown.



7

Vol.:(0123456789)

Scientific Reports |        (2023) 13:20044  | https://doi.org/10.1038/s41598-023-45656-5

www.nature.com/scientificreports/

and case-III), the second peak of IEDF shifts from 8  to 11 eV when the location changes in the magnetic filter 
region (from MagFilter1 to MagFilter3).

In the 0 V bias case, the PG bias voltage is lower than the plasma potential, and an ion sheath is expected 
to be formed on the PG surface. Electric field due to presheath-sheath region accelerates the ions43. However, 
it is important to find out what will happen in the absence of an ion sheath. The condition can be achieved by 
increasing bias potential to compensate the floating sheath potential. Consequently, the sheath width and the 
ion acceleration within the sheath will decrease. Therefore, a set of simulations with four different bias voltages 
are considered, (a) 0 V and (b) 10 V (bias voltage less than plasma potential, condition for ion sheath), (c) 20 V 
(nearly same as plasma potential), and (d) 30 V (bias voltage more than plasma potential, condition for electron 
sheath). Fig. 6 shows IEDFs for four different bias voltages (0 V, 10 V, 20 V, and 30 V) and three different magnetic 
fields (0 mT, 3 mT, and 7 mT). In those cases with the magnetic field (case-II and case-III), IEDFs become narrow 
as bias voltage increases from 0  to 20 V (Fig. 6IIa–c,IIa–c) and then become wider from 20 to 30 V (Fig. 6IIc–d, 
IIIc–d). Without a magnetic field (0 mT cases), IEDFs do not change much with changing bias voltage (Fig. 6I). 
As the bias voltage increases in the case of absence of magnetic field (case-I), the plasma potential also increases13. 
However, despite this increase in plasma potential, the shape of the ion energy distribution function (IEDF) 
remains similar for different bias voltages. This is because the potential difference between the plasma potential 
and bias voltage remains nearly same, resulting in a similar IEDF shape across different bias voltages13,35. Con-
trary to the conventional perception, our simulations show that IEDFs gradually become non-Maxwellian and 
are very sensitive to the magnitude of magnetic filter and applied bias voltage on the boundary surface whereas, 
EEDFs remain nearly Maxwellian with a gradual reduction in temperature.

To understand the IEDF behaviors, the force balance terms are equated from the simulated electric field, 
applied magnetic field, and by following different velocity components. The present 2D-3V PIC MCC simulation 
can generate plasma potential profile self-consistently11,32,35,38,44,45. Therefore, a corresponding electric field can be 
easily estimated from the simulation which can be used to study the electrical forces acting on the ions specifi-
cally to explain the observed IEDF characteristics. The non-Maxwellian nature of IEDFs can be understood by 

Figure 6.   IEDFs for four different bias voltages [(a) 0 V, (b) 10 V, (c) 20 V, and (d) 30 V] and three different 
magnetic fields [(I) 0 mT, (II) 3 mT, and (III) 7 mT]. IEDFs calculated at 24 µ s (after stability).
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considering different force terms9 considering electric field E, magnetic field B, the force due to pressure gradient �
 P, and the viscosity term ( mnνv ) due to the collisions.

where, m-mass of the particle (electron or ion), n-plasma density assuming quasi-neutral plasma, e-electronic 
charge, v-average particle velocity, ν-collision frequency. The right-hand side of the equation (2), has four dif-
ferent forces which are: (1) Force due to the electric field FE = ±eE . In the case of ions, the force due to the 
electric field is directed toward the surface, but in the case of electrons, it is the opposite, towards the volume. The 
force is on X-axis. (2) Force due to the magnetic field B is FB = ±e(v × B) , in Y-direction. This term is useful to 
explain case-II and case-III, IEDF data where 3mT and 7mT magnetic filter field is applied externally. (3) Force 
due to the pressure gradient FPG = −

�
P

n  , towards the wall along X-axis. (4) Force due to collision (viscosity) 
Fcolli = −mvν ; along X-axis, opposite to the particular motion direction.

Individual force density values (force divided by local plasma density) are given in Fig. 7 for 0 V bias potential. 
The net force on ions (black dotted line) is primarily dominated by the force due to the electric field generated 
from the plasma potential gradient (blue thick solid line) (Fig. 7IIa–c). On the other hand, the net force on the 
magnetized electrons (black dotted line) is dominated by the force due to the magnetic field (brown dotted line)
(Fig. 7Ib,c).

IEDFs considering different velocity components, shown in Fig. 5b give information about the effect of the Vy 
velocity component on IEDFs. Figure 5b presents a comparison between two IEDFs. The first IEDF is calculated 
considering two velocity components ( Vx and Vz ), neglecting the influence of the Vy component. The second 
IEDF is calculated taking into account all three velocity components ( Vx ,Vy , and Vz ). Differences between areas 
under two IEDFs show the effect of the Vy components on the ions (see Fig. 5b). In the absence of the magnetic 

(2)mn
dv

dt
= ±en(E + v × B)−

�
P −mnνv

Figure 7.   Different force density components of equation (2) in X-direction for (I) electrons and (II) ions. 
Three different cases of a magnetic field are considered: (a) 0 mT, (b) 3 mT, and (c) 7 mT. Magnetic fields is given 
by purple dashed line. Fcolli : force density due to collision shown by red dotted line, Felectric : force density due to 
electric field given by blue thick solid line, F� P :  force density due to pressure gradient shown by grey thin solid 
line, FV×B : force density due to V × B given by brown dotted line, Fnet : net force density shown by black dotted 
line..
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field (case-I with 0 mT), the Vy component does not affect the ion transport (Fig. 5Ib). In the case of the magnetic 
field (figures 5IIb,IIIb), Vy component of the ions is due to the drifts in one particular direction caused by the 
magnetic field and its gradients and modifies ∼ 3–5 % of the ion transport and responsible for plasma asymmetry. 
Such asymmetry is observed in the ROBIN experiment and explained therein15.

Electron and ion velocities in the form of phase space plots helps to understand, why EDFs are Maxwellian for 
electrons and Non-Maxwellian for ions. In Fig. 5c, (x,Vy ) plots are drawn for three magnetic cases without any 
bias voltage (0 V bias case). It clearly shows that with an increase in the transverse magnetic field (in Z-direction), 
the Vy component (in -ve Y direction) of the ions increases (Fig. 5IIc,IIIc). This observation is attributed to the 
drift primarily caused by the magnetic field and its gradient. The increase in velocity of the ions in the Y-direction 
explains the appearance of “second peak” in the Fig. 5a where Vx (velocity due to electric field component) is not 
considered. The position of “second peak” shifts towards the right, higher energy side when Vx is also included. 
Vx is higher in magnitude due to the electric field in the X-direction created by the presheath-sheath and the 
double-layer (in the case of the magnetic field).

In the source and expansion regions, IEDFs are nearly Maxwellian or weakly non-Maxwellian because the 
influence of magnetic field is not present but that of sheath-presheath electric fields from the source back side 
boundary and the right-hand side boundary of the expansion region are present. The influence of the sheath-
presheath electric field is more in the source region compared to that in the expansion region due to their loca-
tions concerning the boundary surface. The impact of that electric field is visible in the ion phase-space plots as 
given in our previous work35 and also in Figs. 4 and 5a,b. However, in the magnetic field regions, IEDFs become 
non-Maxwellian. The additional velocity (energy) is gained due to the acceleration created by the double layers 
(in the X-direction) and by the drift (in the Y-direction) in the magnetic field region. As a consequence, the split-
ting of ion velocities is observed in some specific cases due to the accelerated velocities35. Bias voltage strongly 
affects the IEDFs by influencing the presheath-sheath electric field. IEDF tends to become Maxwellian as the bias 
potential is raised and goes near the plasma potential to modify the sheath effect. In the future, investigations 
on low-temperature plasma experiments with a similar setup having IEDF diagnostics would be interesting to 
understand the plasma transport across the magnetic field.

Since electrons are magnetized, it is necessary to understand how electrons behave when the sheath electric 
field is getting manipulated by biasing the right-hand side boundary. The phase space (x, Vx ) of electrons for 
different source configurations and bias conditions are given in Ref.35. EEDFs in Fig. 2 become narrow with time, 
in the case of the magnetic filter field, due to electron trapping, losing energies within the TMF zone because 
of collisions and eventually, low energy filtration effect takes place. Due to magnetized conditions (case-II and 
case-III) and high collision frequencies electrons lose energy more compared to that of ions as shown by a nar-
row band in the TMF zone in the electron phase space plots35.

Methods

Detailed computational implementation of the 2D-3V PIC-MCC model used in this study can be found in32,38,44. 
As an initial condition, particles are loaded uniformly all over the simulation domain and velocities are initialized 
with the Maxwellian distribution. Particle positions and velocities are updated in the Lagrangian mesh-free grid 
as simulation progresses. Charge density on Eulerian grid points is calculated from particle positions. Particles 
to grid interpolation (mover) is performed using first-order weighing scheme38,44. The potential is calculated 
from charge densities using PARDISO Poisson solver46. Electric field is computed using gradient of the potential. 
Lorentz’s force is updated using new electric field and static applied magnetic field. Using Newton’s equation, the 
particle’s position and velocities are updated. Boris method is applied to calculate �V × �B . Grid-to-particle inter-
polation (charge deposition) is calculated using a first-order weighing scheme. Monte-Carlo collision scheme is 
used to take into account sixteen types of collisional phenomena describing the important hydrogen chemistry 
(ionization, elastic, and inelastic collisions)45. Self-consistent electron heating is applied in the driver region of 
the domain (red area in Fig. 1b). Randomly selected electrons in the driver region are heated continuously at 
RF heating frequency32. Electrons transfer energies through collisions and plasma sustains. The other relevant 
typical parameters used in the study which can influence the simulation are shown in Table 1. We have used an 
in-house hybrid parallel 2D-3V PIC-MCC code for accelerated simulations44.

Table 1.   Typical Parameters used in the 2D-3V PIC MCC model.

Parameters Value Parameter Value

Gas H2 Species Electrons, H+
2  ions

Gas Pressure 0.6 Pa Plasma density 0.2× 1014m−3

Electron temperature 10 eV Ion temperature 0.026 eV

Debye length 5.26× 10−3
m Electron Larmonr radius 1.08× 10−3

m

Electron-neutral collisional mean free path 0.046 m Ion-neutral collisional mean free path 0.69 m

Electron cyclotron frequency 1.96× 108 Hz Ion cyclotron frequency 5.34× 104 Hz

Electron-neutral collision frequency 2.88× 107 Hz Electron-ion collision frequency 34 Hz

Electron plasma frequency 4.02× 107 Hz  Grid size in X and Y  800 in X, 155 in Y

Time step 0.12× 10−9 s �X and �Y 6.5 ×10−4 m



10

Vol:.(1234567890)

Scientific Reports |        (2023) 13:20044  | https://doi.org/10.1038/s41598-023-45656-5

www.nature.com/scientificreports/

Data availability
The datasets generated during and/or analysed during the current study are available from the corresponding 
author on reasonable request.

Received: 30 May 2023; Accepted: 22 October 2023

References
	 1.	 Kaganovich, I. D. et al. Physics of E × B discharges relevant to plasma propulsion and similar technologies. Phys. Plasmas 27, 

120601. https://​doi.​org/​10.​1063/5.​00101​35 (2020).
	 2.	 Boeuf, J. P. Micro instabilities and rotating spokes in the near-anode region of partially magnetized plasmas. Phys. Plasmas 26, 

072113. https://​doi.​org/​10.​1063/1.​51021​62 (2019).
	 3.	 Villafana, W. et al. 2D radial-azimuthal particle-in-cell benchmark for E × B discharges. Plasma Sources Sci. Technol. 30, 75002. 

https://​doi.​org/​10.​1088/​1361-​6595/​ac0a4a (2021).
	 4.	 Hara, K. & Tsikata, S. Cross-field electron diffusion due to the coupling of drift-driven microinstabilities. Phys. Rev. E 102, 23202. 

https://​doi.​org/​10.​1103/​PhysR​evE.​102.​023202 (2020).
	 5.	 Cichocki, F., Taccogna, F. & Garrigues, L. Editorial: Numerical simulations of plasma thrusters and/or related technologies. Front. 

Phys. 10, 1–3. https://​doi.​org/​10.​3389/​fphy.​2022.​10744​59 (2022).
	 6.	 Garrigues, L. & Fubiani, G. Tutorial: Modeling of the extraction and acceleration of negative ions from plasma sources using 

particle-based methods. J. Appl. Phys. 133, 041102. https://​doi.​org/​10.​1063/5.​01287​59 (2023).
	 7.	 Kolev, S., Hagelaar, G. J., Fubiani, G. & Boeuf, J. P. Physics of a magnetic barrier in low-temperature bounded plasmas: Insight from 

particle-in-cell simulations. Plasma Sources Sci. Technol. 21, 025002. https://​doi.​org/​10.​1088/​0963-​0252/​21/2/​025002 (2012).
	 8.	 Schiesko, L., McNeely, P., Franzen, P., Fantz, U. & the NNBI Team. Magnetic field dependence of the plasma properties in a negative 

hydrogen ion source for fusion. Plasma Phys. Controll. Fusion 54, 105002 (2012).
	 9.	 Bandyopadhyay, M. et al. Analysis of plasma dynamics of a negative ion source based on probe measurements. J. Appl. Phys. 96, 

4107–4113. https://​doi.​org/​10.​1063/1.​17876​19 (2004).
	10.	 Smolyakov, A. I. et al. Fluid theory and simulations of instabilities, turbulent transport and coherent structures in partially-

magnetized plasmas of ExB discharges. Plasma Phys. Controll. Fusion 59, 014041. https://​doi.​org/​10.​1109/​plasma.​2015.​71799​83 
(2017).

	11.	 Shah, M., Chaudhury, B., Bandyopadhyay, M. & Chakraborty, A. The feasibility of resonance induced instabilities in the magnetic 
filter region of low temperature plasma based negative ion sources. AIP Conf. Proc. 2373, 080003. https://​doi.​org/​10.​1063/5.​00577​
22 (2020).

	12.	 Das, B. K., Hazarika, P., Chakraborty, M. & Bandyopadhyay, M. Improvement of charged particles transport across a transverse 
magnetic filter field by electrostatic trapping of magnetized electrons. Phys. Plasmas 21, 072118. https://​doi.​org/​10.​1063/1.​48904​
77 (2014).

	13.	 Boeuf, J. P., Chaudhury, B. & Garrigues, L. Physics of a magnetic filter for negative ion sources. I. Collisional transport across the 
filter in an ideal, 1D filter. Phys. Plasmas 19, 113509. https://​doi.​org/​10.​1063/1.​47686​76 (2012).

	14.	 Kolev, S., Hagelaar, G. J. M. & Boeuf, J. P. Particle-in-cell with Monte Carlo collision modeling of the electron and negative hydrogen 
ion transport across a localized transverse magnetic field. Phys. Plasmas 16, 042318. https://​doi.​org/​10.​1063/1.​31166​50 (2009).

	15.	 Bandyopadhyay, M. et al. Overview of diagnostics on a small-scale RF source for fusion (ROBIN) and the one planned for the 
diagnostic beam for ITER. Rev. Sci. Instrum. 93, 1–12. https://​doi.​org/​10.​1063/5.​00760​09 (2022).

	16.	 Fantz, U., Briefi, S., Heiler, A., Wimmer, C. & Wünderlich, D. Negative hydrogen ion sources for fusion: From plasma generation 
to beam properties. Frontiers in Physics 9, 1–17. https://​doi.​org/​10.​3389/​fphy.​2021.​709651 (2021).

	17.	 Gui, B. et al. Study on discharge characteristics of anode layer ion source based on PIC-MCC simulation. Vacuum 200, 111065. 
https://​doi.​org/​10.​1016/j.​vacuum.​2022.​111065 (2022).

	18.	 Yang, J., Li, D., Chen, P. & Li, Z. A plasma loss to sidewall model for 1D PIC / MCC simulation. Plasma Sources Sci. Technol. 31, 
1–12 (2022).

	19.	 Xie, M., Liu, D., Wang, H. & Liu, L. Study on the correlation between magnetic field structure and cold electron transport in nega-
tive hydrogen ion sources. Appl. Sci.https://​doi.​org/​10.​3390/​app12​094104 (2022).

	20.	 Godyak, V. A. & Piejak, R. B. Abnormally low electron energy and heating-mode transition in a low-pressure argon rf discharge 
at 13.56 mhz. Phys. Rev. Lett. 65, 996–999. https://​doi.​org/​10.​1103/​PhysR​evLett.​65.​996 (1990).

	21.	 Aanesland, A., Bredin, J., Chabert, P. & Godyak, V. Electron energy distribution function and plasma parameters across magnetic 
filters. Appl. Phys. Lett. 100, 1–4. https://​doi.​org/​10.​1063/1.​36800​88 (2012).

	22.	 Godyak, V. A. Nonequilibrium EEDF in gas discharge plasmas. IEEE Trans. Plasma Sci. 34, 755–766. https://​doi.​org/​10.​1109/​TPS.​
2006.​875847 (2006).

	23.	 Tsumori, K. & Wada, M. Diagnostics tools and methods for negative ion source plasmas, a review. New J. Phys. 19, 045002. https://​
doi.​org/​10.​1088/​1367-​2630/​aa6927 (2017).

	24.	 Jeon, S. B., Park, J. H. & Chung, C. W. Measurement of the electron energy distribution functions in low density RF plasmas through 
a tunable external RF filter. Plasma Sources Sci. Technol.https://​doi.​org/​10.​1088/​1361-​6595/​ac61a8 (2022).

	25.	 Godyak, V. A. & Alexandrovich, B. M. Comparative analyses of plasma probe diagnostics techniques. J. Appl. Phys.https://​doi.​org/​
10.​1063/1.​49374​46 (2015).

	26.	 Raitses, Y. et al. Characterization of the ExB Penning Discharge Using Electrostatic Probes. In The 36th International Electric 
Propulsion Conference, 1–10 (University of Vienna, Australia, 2019).

	27.	 Fubiani, G. & Boeuf, J. P. Role of positive ions on the surface production of negative ions in a fusion plasma reactor type negative 
ion source—Insights from a 3D Particle-In-Cell Monte Carlo Collisions model. Phys. Plasmas 20, 113511. https://​doi.​org/​10.​1109/​
PLASMA.​2014.​70124​38 (2013).

	28.	 Shah, S. & Bandyopadhyay, M. Effect of surface produced negative ions on near wall sheath. Plasma Phys. Controll. Fusionhttps://​
doi.​org/​10.​1088/​0741-​3335/​51/3/​035015 (2009).

	29.	 Sartori, E. et al. Development of a set of movable electrostatic probes to characterize the plasma in the ITER neutral beam negative-
ion source prototype. Fusion Eng. Des. 169, 112424. https://​doi.​org/​10.​1016/j.​fusen​gdes.​2021.​112424 (2021).

	30.	 Bansal, G. et al. Cesium delivery system for negative ion source at IPR. AIP Conf. Proc. 1390, 614–623. https://​doi.​org/​10.​1063/1.​
36374​33 (2011).

	31.	 Bansal, G. et al. Negative ion beam extraction in ROBIN. Fusion Eng. Des. 88, 778–782. https://​doi.​org/​10.​1016/j.​fusen​gdes.​2013.​
01.​075 (2013).

	32.	 Shah, M., Chaudhury, B., Bandyopadhyay, M. & Chakraborty, A. K. Computational characteristics of plasma transport across 
magnetic filter in ROBIN using PIC-MCC simulation. Fusion Eng. Des. 151, 1–11. https://​doi.​org/​10.​1016/j.​fusen​gdes.​2019.​111402 
(2020).

	33.	 Pandya, K. et al. First results from negative ion beam extraction in ROBIN in surface mode. AIP Conf. Proc. 1869, 030009. https://​
doi.​org/​10.​1063/1.​49957​29 (2017).

https://doi.org/10.1063/5.0010135
https://doi.org/10.1063/1.5102162
https://doi.org/10.1088/1361-6595/ac0a4a
https://doi.org/10.1103/PhysRevE.102.023202
https://doi.org/10.3389/fphy.2022.1074459
https://doi.org/10.1063/5.0128759
https://doi.org/10.1088/0963-0252/21/2/025002
https://doi.org/10.1063/1.1787619
https://doi.org/10.1109/plasma.2015.7179983
https://doi.org/10.1063/5.0057722
https://doi.org/10.1063/5.0057722
https://doi.org/10.1063/1.4890477
https://doi.org/10.1063/1.4890477
https://doi.org/10.1063/1.4768676
https://doi.org/10.1063/1.3116650
https://doi.org/10.1063/5.0076009
https://doi.org/10.3389/fphy.2021.709651
https://doi.org/10.1016/j.vacuum.2022.111065
https://doi.org/10.3390/app12094104
https://doi.org/10.1103/PhysRevLett.65.996
https://doi.org/10.1063/1.3680088
https://doi.org/10.1109/TPS.2006.875847
https://doi.org/10.1109/TPS.2006.875847
https://doi.org/10.1088/1367-2630/aa6927
https://doi.org/10.1088/1367-2630/aa6927
https://doi.org/10.1088/1361-6595/ac61a8
https://doi.org/10.1063/1.4937446
https://doi.org/10.1063/1.4937446
https://doi.org/10.1109/PLASMA.2014.7012438
https://doi.org/10.1109/PLASMA.2014.7012438
https://doi.org/10.1088/0741-3335/51/3/035015
https://doi.org/10.1088/0741-3335/51/3/035015
https://doi.org/10.1016/j.fusengdes.2021.112424
https://doi.org/10.1063/1.3637433
https://doi.org/10.1063/1.3637433
https://doi.org/10.1016/j.fusengdes.2013.01.075
https://doi.org/10.1016/j.fusengdes.2013.01.075
https://doi.org/10.1016/j.fusengdes.2019.111402
https://doi.org/10.1063/1.4995729
https://doi.org/10.1063/1.4995729


11

Vol.:(0123456789)

Scientific Reports |        (2023) 13:20044  | https://doi.org/10.1038/s41598-023-45656-5

www.nature.com/scientificreports/

	34.	 Block, L. P. DOUBLE LAYERS. In Nobel Symposium on the Physics of the Hot plasma in the Magnetosphere (Geophysical Institute 
in Kiruna, Sweden, 1975).

	35.	 Shah, M., Chaudhury, B., Bandyopadhyay, M. & Chakraborty, A. Observation of double layer formation in low-temperature E X 
B plasma based negative ion sources. Phys. Plasmas 30, 1. https://​doi.​org/​10.​1063/5.​01266​14 (2023).

	36.	 Coakley, P., Hershkowitz, N., Hubbard, R. & Joyce, G. Experimental observations of strong double layers. Phys. Rev. Lett. 40, 
230–233. https://​doi.​org/​10.​1103/​PhysR​evLett.​40.​230 (1978).

	37.	 Takahashi, K., Charles, C., Boswell, R. W. & Fujiwara, T. Electron energy distribution of a current-free double layer: Druyvesteyn 
theory and experiments. Phys. Rev. Lett. 107, 035002. https://​doi.​org/​10.​1103/​PhysR​evLett.​107.​035002 (2011).

	38.	 Shah, H., Kamaria, S., Markandeya, R., Shah, M. & Chaudhury, B. A Novel Implementation of 2D3V Particle-In-Cell ( PIC ) 
Algorithm for Kepler GPU Architecture. In Proceedings of 24th IEEE In-ternational conference of high performance computing, 
data, and analytics, 378–387, https://​doi.​org/​10.​1109/​HiPC.​2017.​00050 (IEEE, 2017).

	39.	 Fubiani, G. et al. Negative hydrogen ion dynamics inside the plasma volume of a linear device: Estimates from particle-in-cell 
calculations. Phys. Plasmashttps://​doi.​org/​10.​1063/5.​00443​58 (2021).

	40.	 Dodt, D. et al. Reconstruction of an electron energy distribution function using integrated data analysis. J. Phys. D Appl. 
Phys.https://​doi.​org/​10.​1088/​0022-​3727/​41/​20/​205207 (2008).

	41.	 Roe, B. P. Probability and statistics in experimental physics (Springer-Verlag, 2001).
	42.	 Hatayama, A. et al. Present status of numerical modeling of hydrogen negative ion source plasmas and its comparison with experi-

ments: Japanese activities and their collaboration with experimental groups. New J. Phys. 20, 065001. https://​doi.​org/​10.​1088/​
1367-​2630/​aac0c6 (2018).

	43.	 Hershkowitz, N. Sheaths: More complicated than you think. Phys. Plasmas 12, 055502. https://​doi.​org/​10.​1063/1.​18871​89 (2005).
	44.	 Chaudhury, B. et al. Hybrid parallelization of particle in cell monte carlo collision (pic-mcc) algorithm for simulation of low 

temperature plasmas. In Communications in Computer and Information Science book series, 32–53 (Springer, 2018).
	45.	 Shah, M., Chaudhury, B., Bandyopadhyay, M. & Chakraborty, A. K. 1D-3v PIC-MCC based modelling and simulation of magnet-

ized low temperature plasmas. In Giri D., Buyya R., Ponnusamy S., De D., Adamatzky A., A. J. (eds) Proceedings of the Sixth Inter-
national Conference on Mathematics and Computing, Advances in Intelligent Systems and Computing, 407 (Springer International 
Publishing, 2020).

	46.	 Schenk, O. & Gartner, K. Solving unsymmetric sparse systems of linear equations with PARDISO. Futur. Gener. Comput. Syst. 20, 
475–487. https://​doi.​org/​10.​1016/j.​future.​2003.​07.​011 (2004).

Acknowledgements
Part of the simulations were performed on ANTYA cluster at the Institute for Plasma Research, Gandhinagar, 
India.

Author contributions
All authors have contributed equally.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to M.S. or B.C.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2023

https://doi.org/10.1063/5.0126614
https://doi.org/10.1103/PhysRevLett.40.230
https://doi.org/10.1103/PhysRevLett.107.035002
https://doi.org/10.1109/HiPC.2017.00050
https://doi.org/10.1063/5.0044358
https://doi.org/10.1088/0022-3727/41/20/205207
https://doi.org/10.1088/1367-2630/aac0c6
https://doi.org/10.1088/1367-2630/aac0c6
https://doi.org/10.1063/1.1887189
https://doi.org/10.1016/j.future.2003.07.011
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Investigation of EDF evolution and charged particle transport in E × B plasma based negative ion sources using kinetic simulations
	Results
	Discussion
	Methods
	References
	Acknowledgements


