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A numerical control machining tool 
path step error prediction method 
based on BP neural network
Zi‑Yu Zhang , Wei Liu *, Peng‑Fei Li , Jia‑Ping Zhang  & Lv‑Yang Fan 

Step error calculation of numerical control (NC) machining tool path is a premise for generating 
high-quality tool path and promoting its application. At present, iterative methods are generally 
used to calculate step error, and the computation time increases when accuracy improves. Neural 
networks can be calculated on GPUs and cloud platforms, which is conducive to reducing computation 
time and improving accuracy through continuous learning. This article innovatively introduces a BP 
neural network model to predict step error values. Firstly, the core parameters required for step error 
calculation are taken as the data samples to construct the neural network model, and map to the same 
scale through Z-score normalization to eliminate the adverse effects of singular parameters on the 
calculation results. Then, considering only a small number of parameters determine theoretical values 
of step error, the Dropout technique can drop hidden layer neurons with a certain probability, which 
is helpful to avoid overfitting and used in the neural network model design. In the neural network 
model training, this paper adds the Stochastic Gradient Descent with Momentum (SGDM) optimizer 
to the back propagation of network training in order to improves the network’ stability and accuracy. 
The proposed neural network predicts step error of samples from three surface models, the results 
show that the prediction error decreases as sample training increases. After trained by 15% of the 
surface samples, the neural network predicts the step errors of the remaining samples. Compared 
with theoretical values, more than 99% of the predicted values have an absolute error less than 1 μm. 
Moreover, the cost time is only one-third of the geometric method, which verifies the effectiveness 
and efficiency of our method.

In NC machining, when a tool moves from one cutter location (CL) point to the next one in the feed direction, 
the tool envelope surface is generated. The step error of two adjacent CL points is the maximum error between 
the tool envelope and the cutter contacting (CC) curve. In high-precision surface machining, step error of tool 
path is prohibited greater than the allowable maximum value. So, step error must be calculated and checked in 
the process of tool path generation.

Geometry principle and calculation methods of step error
As shown in Fig. 1, the envelope formed by three-axis ball-end tool finishing machining is a cylinder with the 
line connecting two neighboring CL points as the axis. The step error ei between the CL line PCLi PCLi+1 and CC 
curve can be expressed by Eq. (1), where Li is the three-dimensional distance from the point pei  on the CC curve 
to the line PCLi PCLi+1 . When the CC curve is convex, pei  is the point on the CC curve with the minimum distance 
to PCLi PCLi+1 . On the contrary, when CC curve is concave, pei  is the point on the CC curve with the maximum 
distance to PCLi PCLi+1.

(1)



























ei=|R − Li|

Li=

�

�

�

�

−−−→
PCLi pei ×

−−−−−→
PCLi PCLi+1

�

�

�

�

�

�

�

�

−−−−−→
PCLi PCLi+1

�

�

�

�

OPEN

College of Mechanical Engineering, Suzhou University of Science and Technology, Suzhou 215000, China. *email: 
liuwei@usts.edu.cn

http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-023-43617-6&domain=pdf


2

Vol:.(1234567890)

Scientific Reports |        (2023) 13:16347  | https://doi.org/10.1038/s41598-023-43617-6

www.nature.com/scientificreports/

The geometric iteration methods are commonly used to calculate step error values. Zhao1 proposed to calcu-
late the maximum chord error point on the CC curve by a golden section method. Min2 calculated the slope of 
the curve and the connecting line between two adjacent CC points, and the step error value is calculated by the 
distance formula at the point with the same slope. Our team3 uses discrete bottom circles of flat-end tool instead 
of tool envelope surface to calculate step error iteratively.

Step error is calculated by obtaining discrete points on the CC curve and iteratively calculating the maxi-
mum or minimum distance to the CC or CL segments1–3. However, these iterative methods cannot use previous 
calculating experience to calculate following step error. It is difficult for iterative methods to improve efficiency.

Classical BP neural network
Artificial neural networks can use the "experience" gained from previous datasets to predict the outcomes of 
new datasets. As the most widely used neural network, BP neural network4 is a kind of mathematical model that 
simulates the neural system of human brain in order to handle complex information. BP neural networks with 
at least three layers can approximate any nonlinear function with arbitrary order of accuracy. BP neural network 
is capable of self-learning, self-adaption, robustness, and generalization. It has been widely applied in function 
approximation, pattern recognition and image processing5, and can even be used for stock price prediction6, 
software fault diagnosis7, signal processing8 and medical system9. In mechanical engineering, BP neural network 
is used to predict the relationship between tool rake angle, helix angle and machining deformation of thin-walled 
parts10, as well as the selection and optimization of process parameters for electro-discharge machining (EDM) 
with a flat electrode11.

BP neural network consists of an input layer, some hidden layers and an output layer, as shown in Fig. 2. The 
input layer receives sample datasets. The hidden layers carry out the calculation based on the data of the input 
layer. The output layer outputs the calculated result of hidden layers. Every layer of BP neural network is made 
up of independent processing units known as neurons. All neurons in a layer connect to all neurons in the next 
layer12. Before data is passed to the neurons in the next layer, the neurons in this layer must be set weight, and 
this layer should also be set a bias. The weight represents the importance of a neuron, and a larger value indicates 
that a neuron has a greater impact on the outcome. The bias is used to make a final adjustment to the calculated 
values of a hidden or output layer, which can improve calculation accuracy.

A classical BP neural network iteration cycle consists of two parts, data forward propagation and error back-
propagation. The data in the input layer is passed to hidden layers in forward propagation, and then weighted 
and summed over. Finally, the data is passed to the output layer. If the calculated value of the network is far from 
the expected value, their error needs to be back-propagated. In the process of error backpropagation, the weights 
between neurons are adjusted for smaller output error. The dataset is generally divided into a training set and a 
test set. They are used to train the network and verify its accuracy and generalization, respectively.

As shown in Fig. 2, in the forward propagation process, the weight between the first neurons in the input 
layer and the hidden layer 1 is w2

11 . n is the number of parameters in samples. k and j are the numbers of neurons 
in Hidden layer 1 and Hidden layer 2, respectively.

The weighted sum between the jth neuron and all neurons in the previous layer can be obtained by Eq. (2). 
In Eq. (2), M is the total number of neurons in the previous layer.xi is the value of the ith neuron in this layer, 
and bk is the bias of the layer. h is the serial number of layer where the jth neuron is located.
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Figure 1.   Step error ei.
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Because linear models have limited approximation capability, it is necessary for network to use a nonlinear 
function as activation function to improve expression capability. In 2011, ReLU function in Eq. (3) was dem-
onstrated to further improve training of deep neural networks, which has strong biological and mathematical 
underpinning13.

After the output layer obtains the calculated value, a measure is required to determine the similar degree 
between the expected value dj and calculated value yj . The Mean Square Error (MSE) function in Eq. (4) is com-
monly used as the loss function, where n is the total number of samples.

A smaller ED in Eq. (4) means more accurate calculation. However, ED is too large to use in most cases. ED 
is an average value of the square sum, and also a multivariate quadratic function. In order to reduce the value 
of ED , back propagation is required to calculate the gradient ∂ED

∂wi
 . When ∂ED

∂wi
 tends to 0, all weighted values are 

the wanted results. The gradient descent formula for a classical BP neural network is shown in Eq. (5) and (6), 
where �wk

ij is the adjusted amount and η is the learning rate.

As a critical hyperparameter, the learning rate determines if the objective function can converge to a local 
minimum. Too high or too low learning rate of neural networks has a detrimental effect on the computational 
accuracy of the model14. A suitable learning rate can make the target function quickly restore the partial optimal 
solution. However, there is still no suitable formula to set the learning rate so far. Therefore, it should be set by 
users.

BP neural networks have high flexibility to adjust and optimize their construction based on the characteris-
tics of step error. Various ways such as altering activation functions and the number of layers, neurons, can be 
employed to obtain a well-suited model for step error prediction.

In order to realize the application of BP neural networks to step error prediction and overcome BP neural 
network disadvantages such as the tendency to fall into local optimal solution, slow convergence, overfitting, etc.5, 
this paper focuses on creating BP neural network data samples, designing network struct and training network.

Construction of this paper
In "Sample dataset design of BP neural network for step error prediction", based on the geometry principle of 
step error, the core parameters of step error calculation are obtained, and mapped to a same scale by Z-score 
normalization. This mapping can eliminate unfavorable effect of singular parameters. These parameters form 
the neural network’s samples. In "BP neural network design and optimization for step error prediction", consid-
ering the feature that the theoretical value of step error is determined by a very small number of unknown key 
CC points on the curve, Dropout technique is added to shield a part of neurons during every iteration, which 
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Figure 2.   BP neural network with two hidden layers.
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reduces the effect of redundant non-core CC points and improves the generalization ability of neural network. 
In the back propagation process, the SGDM optimizer is used in the gradient descent of the loss function. It 
helps the calculated values of neural network get out of the local optimal result region faster, which improves 
calculation accuracy. In "Algorithm implementation and validation", the neural network model is constructed, 
trained and verified.

Sample dataset design of BP neural network for step error prediction
Before BP neural network predicts step error values, the network is firstly trained with plentiful sample dataset. 
The dataset should include all data closely related to step error.

“Geometry principle and calculation methods of step error” shows that step error is the minimum or maxi-
mum distance between a CL line and local CC curve. Not local CC curve but discrete points on it are usually used 
to calculate distances to the CL line, which is more convenient in practical application. Step error is calculated 
based on the discrete points and two CL points together with tool radius. These points and tool radius are input 
data, and the value of step error is the only output data, which form the dataset as shown in Table 1. 

{

pj
}

 in 
Table 1 are the discrete points on the local CC curve, which are generally obtained by an iso-parametric method.

In neural network training process, errors between the expected and output step error values are essential for 
backpropagation. So, the dataset should include the expected value, i.e., the theoretical value.

BP neural network design and optimization for step error prediction
The classical BP neural network probably overfits and gets stuck in a local optimal result in application6, which 
increase errors between the output and expected values. In this section, improvements on dataset normalization, 
hidden layer and network weight optimization are proposed to decrease the error.

Dataset normalization and number determination of hidden layers and neurons
Table 1 shows that the dataset includes three kinds of parameters, coordinates of discrete points, tool radius 
and step error. In order to get rid of the effect of scale between parameters, it is necessary to map different data 
to a same scale. As shown in Eq. (7), the dataset is normalized by Z-score Normalization. Xscale is a normalized 
value. x is a parameter to be normalized. µ and S are the mean error and standard deviation, respectively. After 
normalization, the dataset is assigned to the input layer and forward propagate in the following hidden layers by 
the weighted summation algorithm Eq. (2).

The number of neurons in the input layer are equal to the number of parameters in the dataset. The output 
layer has only one neuron to output step error value. The number of hidden layers and the number of neurons 
in every hidden layer are user-defined.

In classic BP neural network, more hidden layers and neurons means more calculation. So, it is critical to set 
as few hidden layers and neurons as possible when BP neural network can achieve accuracy need in step error 
prediction. Equation (8) and (9) are common formulas for calculating the number of neurons15. n1 is the number 
of hidden layer neurons. n is the number of input layer neurons. m is the number of output layer neurons, and 
a is a constant between1,10.

Network construction and forward algorithm design based on Dropout technique
According to the introduction of geometric principle in “Geometry principle and calculation methods of step 
error”, the step error value is determined by a specific unknown point on the CC curve. The points in 
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specific point. These points have almost no effect on the result and can be seen as irrelevant points. Decreasing 
the calculation of these unnecessary points can significantly improve the network’s efficiency.

The Dropout technique is firstly proposed by Hinton in 201216. Neurons in hidden layers are drop out with a 
certain probability17. A dropout neural network is shown in Fig. 3. Compared with common network in Fig. 2. 
The dropout neural network contains less neurons and forward propagation.

When a hidden layer transfer “experience” to the next hidden layer, the Dropout technique can stop data of 
many irrelevant points from forward propagating, which makes every neuron in Dropout hidden layers more 
robust and improves both efficiency and accuracy17,18. Based on the Dropout technique and the methods in 
"Dataset normalization and number determination of hidden layers and neurons", the forward algorithm for 
step error prediction is proposed as following.

Step 1 Use Eq. (7) to normalize the dataset.
Step 2 Set the number of hidden layers and the neurons of the hidden layers.
Step 3 Import all the samples into the network.
Step 4 For every neuron in hidden and output layers, a weight value is set based on a normal distribution 

between any two neurons in adjacent layers, and a bias value is also set by a uniform distribution. A weight value 
matrix whj and a bias value matrix bij can be obtained as shown in Eqs. (10) and (11). h and j are the numbers of 
neurons in two adjacent layers. i is the number of samples. c and d are constants, respectively.

Step 5 Perform a weighted summation algorithm on the dataset by Eq. (12).

Step 6 Use Dropout technique in every two hidden layers. The parameter r is set following Bernoulli distri-
bution in Eq. (13).

Then let y′′i = ry′i , and y′i has a 1-p probability stop transmit data to the next neuron.
Step 7 Use Eq. (3) to calculate y′′i  , and import the dataset to the next layer.
Step 8 Repeat Step 5, 6 and 7 until the last hidden layer.
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Figure 3.   A dropout neural network.
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Step 9 Use Step 7 to convey the dataset from the last hidden layer to the output layer.
Step 10 Calculate the error between the output value and the expect value.

Network weight optimization based on SGDM optimizer in backpropagation
In BP neural network, if initial network weights are not set in accordance with the actual situation, calculated 
results are prone to fall into local optimal values. For free-form CC curve, the points corresponding to theoreti-
cal step errors are usually located in the midpoint neighborhood of CC curve. Therefore, the initial weights are 
usually set random numbers conforming to the normal distribution before forward propagation, and the weight 
values are adjusted in backpropagation process.

After thousands of iterations, the convergence speed of a classical BP neural network is greatly reduced. 
In most cases, a suitable optimizer is necessary to be used to improve the convergence speed and prediction 
accuracy. “Classical BP neural network” introduces the gradient descent algorithm in the backpropagation pro-
cess. However, this algorithm needs to compute all the data in the dataset and costs a lot of time. Moreover, the 
calculation result obtained by this algorithm is prone to a local optimal value. Therefore, this section uses an 
optimizer to address these deficiencies.

As a widely used optimizer in neural networks, SGD (Stochastic Gradient Descent) optimizer one sample 
from the whole dataset at random into the gradient descent algorithm every time. Different from BGD (Batch 
Gradient Descent) optimizer that need to calculate the gradients of all samples19, only a part of samples are 
selected for gradient descent in SGD and can get close to global optimal, which improves calculation efficiency 
and accuracy.

The SGD optimizer performs better in complex nonlinear models, and can produce sparser values20,21. How-
ever, it introduces noise in the gradient22, and calculated results fluctuate around global optimal results. For this 
reason, much research has improved fitting accuracy of BP neural networks by optimizing the momentum23,24. 
In the tool path of a free-form surface, the variation of curvature is continuous. However, the addition of the 
SGD optimizer and momentum can make the gradient descent smoother during the neural network training 
process, and enhance model stability. So, the SGD optimizer and momentum term are added to the model 
training in this paper.

Momentum is the weighted sum of all the previous gradient. It can make the process of gradient descent more 
stable. Therefore, momentum is added to the SGD optimizer in this section. The weight adjustment formula 
based on the SGDM (Stochastic Gradient Descent with Momentum) optimizer is shown in Eq. (14). vt+1 is the 
momentum. t is the number of current iterations. t = 0 means the first iteration, and the momentum v0 = 0 . β 
is the momentum hyperparameter and should be set in the range (0,1). It determines how much the gradient of 
the previous iteration affects the direction of the current gradient. η is the learning rate of the network.

In Eq. (14), the weight w(t) of the past iterations has an impact on the current one w(t + 1) . The gradient of 
the t + 1th iteration is the weighted sum of the previous all t gradients, which incorporate gradient descent from 
past iterations. The earlier iterations have less impact on the change of the current weight.

The addition of momentum can make the calculation result rush out of the local optimal value by "inertia" in 
the process of gradient descent. This optimizer takes advantage of "inertia effect" to suppress oscillation during 
training, and ensures gradient stability in the current iteration. The SGDM optimizer can promote calculation 
results closer to global optimal results. The gradient decreases more smoothly and is closer to the extreme value 
of gradients25.

Algorithm implementation and validation
Network construction
(1) Sample construction
Three free-form surface models (shown in Fig. 4 with the bounding box size of 120 mm× 140 mm× 38 mm
,135 mm× 175 mm× 68.28 mm,and 150 mm× 150 mm× 54.02 mm ) are used to generate tool path 
and obtain the sample data. Table 1 shows a sample structure, where the tool radius is 5 mm.

(2) Network parameter determination
The neural network model in this paper contains one input layer, one output layer, and two hidden layers. 
According to Eq. (8), there are 28 neurons in the first hidden layer and 20 neurons in the second hidden layer. 
The relationship between the probability p and MSE loss function is shown in Table 2. When p = 0.5, the MSE 
value is the minimum. Therefore, p is set 0.5.

As shown in "Network weight optimization based on SGDM optimizer in backpropagation",wi,η and β should 
be set before forward propagation. The weight values in every layer are set random values that conform to a 
normal distribution before forward propagation. The mean and the standard deviation of this normal distribu-
tion are 0 and 1, i.e., X ∼ N(0, 1) . The learning rate η determines the step size of the gradient descent at every 
iteration and whether the loss function can converge to the minimum value. A larger learning rate causes faster 
gradient descent. But it will also lead to a decrease in computational accuracy. β represents influence degree of 
past weights on the current gradient. A larger β means greater influence. In order to satisfy calculation efficiency 
and accuracy, after several tests and adjustments to the values of η and β , we set η = 1.0× 10−5,β = 0.8.

(14)
{

w(t + 1) = w(t)+ vt+1

vt+1 = βvt − η ∂ED
∂w(t)
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Train network on surface 1 and obtain initial neural network model for step error prediction
Two hundred lines of iso-parametric tool path are planned for Surface 1. Every tool path contains 100 CL points 
and 19,800 samples are generated. The range of step error values is [0.01 µm, 13 µm] . 70% of the samples are 
randomly chosen as a training set for the step error prediction network, while the remaining 30% samples are 
used as the test set.

As shown in Fig. 5, When the iteration count is less than 50, there are significant differences between the 
actual value and predicted value, which causes great MSE values. As the iteration count increases, the MSE values 
gradually decreases and stabilizes at 0.001 after 2000 epochs. So, the network training ends at 2000th epoch and 
the trained network is used as the initial neural network for following step error prediction.

In "Network construction and forward algorithm design based on dropout technique", the Dropout technique 
is Applied in the initial neural network training. The errors between theoretical and predicted step error values 
are illustrated in Fig. 6a. As a comparison, the neural network is trained without Dropout technique and the 
errors is illustrated in Fig. 6b. Obviously, the overall error with Dropout technique is lower than that without 
Dropout, which verifies the effectiveness of Dropout technique.

The detail data of the errors in Fig. 6a is shown in Table 3. Only 10.33% of relative errors are greater than 
10%, but 85.97% of their theoretical values are less than 1 μm. The maximum of all absolute error values is 0.78 
μm, but 99.71% values are less than 0.5 μm. Therefore, the neural network can meet the accuracy requirement 
of practical application.

Figure 4.   Three free-form surface models.

Table 2.   p and MSE.

P 0.3 0.4 0.5 0.6 0.7 0.8 0.9

MSE 0.011 0.009 0.004 0.006 0.0053 0.017 0.021
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Figure 5.   MSE loss value change diagram of Surface 1.

(a) Use Dropout (b) Not use Dropout
Figure 6.   Step error between theoretic values and predicted values in Surface 1.

Table 3.   Prediction error of test samples.

(a) Absolute error

Absolute error (μm)  < 0.1 0.1–0.2 0.2–0.3 0.3–0.4 0.4–0.5 0.5–0.8

Number 3616 1629 440 206 32 17

Ratio (%) 60.88 27.42 7.41 3.47 0.54 0.29

(b) Relative error

Relative error  < 1% 1–5% 5–10% 10–15% 15–20%  > 20%

Number 1190 3363 774 187 109 317

Ratio (%) 20.03 56.62 13.03 3.15 1.84 5.34
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Predict step error values of Surface 2
200 lines iso-parametric tool path with 100 CL points per row are generated for Surface 2. The sample dataset 
including 19,800 samples as same as Surface 1. All the step error values are in [0.01 µm, 14 µm] . To compre-
hensively evaluate the network, five different ratio 0%, 1%, 5%, 10%, 15% samples are used to train the network.

Firstly, the initial neural network obtained in "Train network on Surface 1 and obtain initial neural network 
model for step error prediction" is not trained with samples of Surface 2 and predict directly all samples of Sur-
face 2. Subsequently, as shown in Table 4, 1%, 5%, 10%, 15% of all samples are randomly selected to train the 
initial neural network and obtain an improved network, separately. Five networks predict the remaining samples, 
separately. The results are illustrated in Fig. 7.

As more samples are used to train the network, the prediction accuracy of the remaining samples improved 
continuously. Specifically, the absolute error maximum decreases from 35.21 to 5.25 μm, while the proportion 
of absolute error values less than 1 μm increases from 11.17 to 99.80%.

When 15% of the samples are used to train the network, absolute error values of remaining samples are all 
less than 1 μm. 78.28% of the samples have relative error values less than 10%. Thus, the neural network with the 
highest prediction accuracy is selected as the improved neural network model for following testing.

Predict step error values of Surface 3
Same with Surface 2, a sample dataset of 19,800 samples is planned for surface 3, as shown in Table 5. All the 
step error values are in [0.01 µm, 9 µm] . After trained by 15% of the samples from Surface 2 and all samples 
from Surface 1, the improved network is used to test samples of Surface 3. The testing process is same with that 
used in surface 2, and the testing set is presented in Table 6. The absolute and relative errors of the test results are 
shown in Fig. 8. 0%, 1%, 5%, 10%, 15% of samples are used to train the network, separately. The absolute error 
maximum of Surface 3 decreases from 13.21 to 0.99 μm. The proportion of absolute error values less than 1 μm 
increases from 31.54 to 100%, which confirms that the more training samples, the greater prediction accuracy.

Comparing the prediction results of Surfaces 2 and 3 in Tables 6 and 7, it can be observed that the proportion 
of samples with an absolute error less than 0.4 μm increased from 92.38 to 98.32%. Furthermore, the average 
absolute error decreased from 0.17 to 0.10 μm, while the proportion of samples with a relative error less than 10% 
increased from 78.28 to 83.63%. Thus, the conclusion can be drawn that the more samples the model receives 
during training, the higher the prediction accuracy.

Finally, by comparing the computation time required to calculate step errors of surfaces 2 and 3 using the geo-
metric method26 and the prediction time for the testing set based on the model proposed in this paper (including 
the time for importing the model), as shown in Table 8, the results indicate a significant improvement in predic-
tion efficiency using the proposed model compared to the geometric method. The computer used is i7-12700KF 
with 32 GB RAM, NVIDIA 3070Ti, the neural network framework is PyTorch, and the Python version is 3.9.

Summary
Currently, geometric iteration methods are the most common methods of calculating step error, and cost more 
computation time for higher precision. In order to improve computational efficiency with required accuracy, 
this paper proposes a new step error prediction method based on BP neural networks, which can be trained on 
GPUs. Core parameters required for step error calculation are taken as data samples for the neural network, and 
Dropout technique is employed in the neural network construction for preventing overfitting. A SGDM optimizer 
is added to back propagation in network training to improve the accuracy and stability of step error prediction.

The prediction results of three surfaces show more training samples make the prediction more accurate. 
After the existed network is trained by 15% of samples from new surface, the predicted values of the remaining 
samples have errors less than 1 μm, which can meet practical application. The computation time is only one-
third of the traditional geometric method. All the results verify the effectiveness and efficiency of this method. 
This study provides technical support for using neural networks to calculate geometric errors in NC machining.

In future research, methods of improving neural network prediction accuracy can be further explored and 
extended to other NC machining geometric error prediction.

Table 4.   Test sets for surface 2.

Test set 1 2 3 4 5

Extract sample proportion 0% 1% 5% 10% 15%

The number of samples in test set 19,800 19,602 18,810 17,820 16,830
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(a) Test set 1 (b) Test set 2

(c) Test set 3 (d) Test set 4

(e) Test set 5
Figure 7.   Step error between theoretic values and predicted values in Surface 2.

Table 5.   Test sets for surface 3.

Test set 1 2 3 4 5

Extract sample proportion 0% 1% 5% 10% 15%

The number of samples in test set 19,800 19,602 18,810 17,820 16,830
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Table 6.   Prediction error of Surface 2 test set.

(a) Absolute error

Absolute error  < 0.5 μm 0.5–1 μm 1–2 μm 2–3 μm 3–4 μm 4–5 μm

Number 16,647 151 16 6 7 3

Ratio (%) 98.90 0.90 0.01 0.04 0.04 0.01

(b) Relative error

Relative error  < 1% 1–5% 5–10% 10–15% 15–20%  > 20%

Number 4011 7059 2105 1035 748 1872

Ratio (%) 23.83 41.94 12.51 6.15 4.44 11.12
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(a) Test set 1 (b) Test set 2

(c) Test set 3 (d) Test set 4

(e) Test set 5

Figure 8.   Step error between theoretic values and predicted values in Surface 3.
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Data availability
Main data generated or analyzed during this study are included in this article. All data in this article are available 
from the corresponding author on reasonable request.

Received: 13 July 2023; Accepted: 26 September 2023

References
	 1.	 Zhao, S. T., Zhao, D. B. & Fu, Y. Y. High precision algorithm of variable forward step planning for tool path generation of freedom 

surface. Mech. Sci. Technol. Aerosp. Eng. 29(01), 32–35 (2010) (in Chinese).
	 2.	 Min, L., Song, H. Y. & Wang, Y. Cutter-contact point adjustment algorithm based on accurate chord error checking. Manuf. Technol. 

Mach. Tool 04, 131–135 (2021) (in Chinese).
	 3.	 Wei, L. et al. Five-axis iso-error numerical control tool path generation for flat-end tool machining sculptured surface. Int. J. Adv. 

Manuf. Technol. 119(11–12), 7503–7516 (2022).
	 4.	 Wen, J., Zhao, J.L., Luo, S.W. & Han, Z. The improvements of BP neural network learning algorithm. In WCC​ 2000-ICSP 2000. 

2000 5th International Conference on Signal Processing Proceedings. 16th World Computer Congress 2000. Vol. 3. 1647–1649. (IEEE, 
2000).

	 5.	 Ding, S., Su, C. & Yu, J. An optimizing BP neural network algorithm based on genetic algorithm. Artif. Intell. Rev. 36, 153–162 
(2011).

	 6.	 Zhang, Y. & Wu, L. Stock market prediction of S&P 500 via combination of improved BCO approach and BP neural network. 
Expert Syst. Appl. 36(5), 8849–8854 (2009).

	 7.	 Li, J., Yao, X., Wang, X., Yu, Q. & Zhang, Y. Multiscale local features learning based on BP neural network for rolling bearing intel-
ligent fault diagnosis. Measurement 153, 107419 (2020).

	 8.	 Połap, D., Wawrzyniak, N. & Włodarczyk-Sielicka, M. Side-scan sonar analysis using ROI analysis and deep neural networks. IEEE 
Trans. Geosci. Remote Sens. 60, 1–8 (2022).

	 9.	 Połap, D. Fuzzy consensus with federated learning method in medical systems. IEEE Access 9, 150383–150392 (2021).
	10.	 Qin, G. H., Zhang, Y. J. & Ye, H. C. A neural network-based prediction method of machining deformation for thin-walled work-

piece. Acta Armamentarii 34(7), 840 (2013).
	11.	 Assarzadeh, S. & Ghoreishi, M. Neural-network-based modeling and optimization of the electro-discharge machining process. 

Int. J. Adv. Manuf. Technol. 39, 488 (2008).
	12.	 Sadeghi, B. H. M. A BP-neural network predictor model for plastic injection molding process. J. Mater. Process. Technol. 103(3), 

411–416 (2000).
	13.	 Agarap, A.F. Deep Learning Using Rectified Linear Units (RELU). arXiv preprint arXiv:​1803.​08375 (2018).
	14.	 Hu, X., Wen, S. & Lam, H. K. Dynamic random distribution learning rate for neural networks training. Appl. Soft Comput. 124, 

109058 (2022).
	15.	 Shen, H.Y., Wang, Z.X., Gao, C.Y., Qing, J., Yao, F.B. & Xu, W. Determining the Number of BP Neural Network Hidden Layer Units. 

Ph.D. thesis (2008).
	16.	 Hinton, G.E., Srivastava, N., Krizhevsky, A., Sutskever, I. & Salakhutdinov, R.R. Improving Neural Networks by Preventing Co-

Adaptation of Feature Detectors. arXiv preprint arXiv:​1207.​0580 (2012).
	17.	 Srivastava, N., Hinton, G. E., Krizhevsky, A., Sutskever, I. & Salakhutdinov, R. Dropout: A simple way to prevent neural networks 

from overfitting. J. Mach. Learn. Res. 15(1), 1929–1958 (2014).
	18.	 Baldi, P. & Sadowski, P. The dropout learning algorithm. Artif. Intell. 210, 78–122 (2014).
	19.	 Ruder, S. An Overview of Gradient Descent Optimization Algorithms. arXiv preprint arXiv:​1609.​04747 (2016).
	20.	 Ji, W. Q. et al. SGD-based optimization in modeling combustion kinetics: Case studies in tuning mechanistic and hybrid kinetic 

models. Fuel 324, 124560 (2022).
	21.	 Bottou, L. Stochastic gradient descent tricks. Neural Netw. Tricks Trade 3, 421–436 (2012).
	22.	 Smith, S.L., Kindermans, P.J., Ying, C. & Le, Q.V. Don’t Decay the Learning Rate, Increase the Batch Size. arXiv preprint arXiv:​1711.​

00489 (2017).
	23.	 Sun, Y. J., Zhang, S., Miao, C. X. & Li, J. M. Improved BP neural network for transformer fault diagnosis. J. China Univ. Min. Technol. 

17(1), 138–142 (2007).

Table 7.   Prediction error of Surface 3 test set.

(a) Absolute error

Absolute error  < 0.1 μm 0.1–0.3 μm 0.3–0.5 μm 0.5–0.7 μm 0.7–1 μm

Number 10,587 5417 635 159 32

Ratio (%) 62.91 32.19 3.77 0.94 0.19

(b) Relative error

Relative error  < 1% 1–5% 5–10% 10–15% 15–20%  > 20%

Number 3112 7662 2627 1125 632 1672

Ratio (%) 18.49 45.53 19.61 5.68 2.76 7.93

Table 8.   Calculation Time Table.

Method Surface 2 (s) Surface 3 (s)

Geometric method 9.267 9.761

Proposed method 2.861 2.798

http://arxiv.org/abs/1803.08375
http://arxiv.org/abs/1207.0580
http://arxiv.org/abs/1609.04747
http://arxiv.org/abs/1711.00489
http://arxiv.org/abs/1711.00489


14

Vol:.(1234567890)

Scientific Reports |        (2023) 13:16347  | https://doi.org/10.1038/s41598-023-43617-6

www.nature.com/scientificreports/

	24.	 Rehman, M.Z., Nawi, N.M. & Ghazali, M.I. Noise-induced hearing loss (NIHL) prediction in humans using a modified back 
propagation neural network. In 2nd International Conference on Science Engineering and Technology. 185–189 (2011).

	25.	 Zhang, A., Lipton, Z.C., Li, M. & Smola, A.J. Dive into Deep Learning. arXiv preprint arXiv:​2106.​11342 (2021).
	26.	 Fan, L. Y., Liu, W., Wang, T. L., Zhang, Z. Y. & Li, P. F. Iso-error step method generating NC machining tool path based on true 

step error. Modul. Mach. Tool Autom. Manuf. Tech. 06, 22–26 (2023).

Acknowledgements
The authors would like to acknowledge the contributions of all individuals who provided assistance, guidance, 
or support during the course of this research.

Author contributions
Z.-Y.Z., W.L. and L.-Y.F. designed the algorithms of BP neural network model in “Classical BP neural network”. 
W.L. and P.-F.L. designed the datasets for step error calculation in "BP neural network design and optimization 
for step error prediction". J.-P.Z., W.L. and L.-Y.F. designed the optimization algorithms of BP neural network 
in "Algorithm implementation and validation". J.-P.Z., W.L. and Z.-Y.Z. carried out the examples in "Summary". 
Z.-Y.Z., W.L. and L.-Y.F. wrote the paper. All authors discussed the results and revised the manuscript.

Funding
This research is funded by Natural Science Foundation of Jiangsu Province (BK20210865), Postdoctoral Research 
Foundation of China (2020M671604), University Science Research Project of Jiangsu Province (20KJB460025), 
Science and Technology Program of Suzhou City (SYG202043), Graduate Research and Innovation Projects of 
Jiangsu Province (202310332046Z, 202010332012Z).

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to W.L.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2023

http://arxiv.org/abs/2106.11342
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	A numerical control machining tool path step error prediction method based on BP neural network
	Geometry principle and calculation methods of step error
	Classical BP neural network
	Construction of this paper
	Sample dataset design of BP neural network for step error prediction
	BP neural network design and optimization for step error prediction
	Dataset normalization and number determination of hidden layers and neurons
	Network construction and forward algorithm design based on Dropout technique
	Network weight optimization based on SGDM optimizer in backpropagation

	Algorithm implementation and validation
	Network construction
	(1) Sample construction
	(2) Network parameter determination

	Train network on surface 1 and obtain initial neural network model for step error prediction
	Predict step error values of Surface 2
	Predict step error values of Surface 3

	Summary
	References
	Acknowledgements


