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Optimal energy management 
applying load elasticity integrating 
renewable resources
Mohamed Mustafa Ragab 1, Rania A. Ibrahim 1*, Hussein Desouki 1 & Rania Swief 2

Urban growth aimed at developing smart cities confronts several obstacles, such as difficulties and 
costs in constructing stations and meeting consumer demands. These are possible to overcome by 
integrating Renewable Energy Resources (RESs) with the help of demand side management (DSM) for 
managing generation and loading profiles to minimize electricity bills while accounting for reduction 
in carbon emissions and the peak to average ratio (PAR) of the load. This study aims to achieve a 
multi-objective goal of optimizing energy management in smart cities which is accomplished by 
optimally allocating RESs combined with DSM for creating a flexible load profile under RESs and 
load uncertainty. A comprehensive study is applied to IEEE 69-bus with different scenarios using 
Sea-Horse Optimization (SHO) for optimal citing and sizing of the RESs while serving the objectives 
of minimizing total power losses and reducing PAR. SHO performance is evaluated and compared to 
other techniques such as Genetic Algorithm (GA), Grey Wolf Optimization (GWO), Whale Optimization 
(WO), and Zebra Optimization (ZO) algorithms. The results show that combining elastic load shifting 
with optimal sizing and allocation using SHO achieves a global optimum solution for the highest 
power loss reduction while using a significantly smaller sized RESs than the counterpart.

List of symbols
BFS	� Backward forward sweep
BIBC	� Bus incidence to branch current
BCBV	� Branch current to bus voltage
DG	� Distributed generation
DSM	� Demand side management
DLF	� Direct load flow
Dim	� Dimension of the variable
GA	� Genetic Algorithm
GWO	� Grey Wolf Optimization
ICSA	� Improved Crow Search Algorithm
JA	� Jaya Algorithm
kW	� Kilowatt
SFL	� Shifted load
Std	� Standard deviation values
S	� Constant number = 0.01
WOA	� Whale Optimization Algorithm
ZO	� Zebra Optimization Algorithm
Bold	� Previous load data
Bnew	� Updated load data
Fathers

Mothers
	� Male and female population

I	� Current (Ampere)
Lm	� Maximum load (W)
Lmean	� Loads mean value (W)
l 	� Constant coefficient = 0.05
N	� Total number of time slots in a day
n	� Number of buses
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nthbus	� Bus number at IEEE-69 system
OF1	� Objective function to minimize total active power losses
OF2	� Objective function to minimize peak to average ratio
PL	� Total active power losses (W)
PLB	� Total base active power losses (W)
PWind/PV	� Total (Wind/PV) power (W)
PT−Loads	� Total load power (W)
PPV	� Total power output from PV
MA	� Metaheuristic Algorithms
MOF	� Multiple objective functions
mean	� The average values
PSO	� Particle Swarm Optimization
PFA	� Path Finder Algorithm
pop	� Population size
PAR	� Peak to average ratio
PDF	� Probability density function
PV	� Photovoltaic
RTS	� Reliability test system
RES	� Renewable energy resources
SHO	� Sea-Horse Algorithm
PWind	� Total power output from wind
PVLocation	� PV location
R	� Bus resistance (Ω)
r1, r2, r3	� Random number between [0, 1]
u, p, v	� Constant parameters
Vmin	� Min. voltage allowance (per unit)
Vmax	� Max. voltage allowance (per unit)
WindLocation	� Wind location
Wind/PVlocation	� Wind/PV location
w, k	� Random numbers
X1
new(t)	� New position of the SHO

X
father
i

Xmother
i

	� Random individuals selected from male, female populations

Xi(t)	� Sea horse new position
X2
sort	� (X)2new In ascending order of fitness values

(

x, y, z
)

	� Three-dimensional component axis of coordinates
£	� Weight applied to standard deviation
α	� Adjusted moving step size
�	� Random number between [0,2]
σ	� Coefficient
βt	� Random coefficient of Brownian
2ndbus	� Bus number two

Smart cities1,2 are intended to mitigate energy supply challenges caused by rapid urbanization and population 
growth, by maximizing efficiency and resource utilization. Electrical energy consumption increased dramatically 
in recent years, prompting distribution systems to deliver necessary power through proper design and utiliza-
tion of networks. Incorporating RES3,4 such as solar and wind are widely considered to improve grid efficiency 
and meet demand needs due to their environmental benefits, lower maintenance costs and less environmental 
impact5,6. For these reasons, installing RESs has a significant impact on the distribution system performance 
since their optimal placement decreases power system’s losses and enhances the voltage profile7,8. However, there 
are uncertainties associated, such as load variations and the random nature of RES9,10 which substantially influ-
ences the optimization problem’s data and solutions. DSM in smart cities11,12 allows customers to regulate their 
energy usage patterns when incentivized by utilities; in attempt to reduce peak hourly power consumption and 
minimize the peak-to-average ratio (PAR). There are various strategies to managing the energy consumption 
and reducing PAR, including shifting of loads13.

Numerous optimization algorithms are adopted to handle renewable energies unit’s optimization problems 
for maximum RES benefits which can be divided into analytical, numerical or Metaheuristic Algorithms (MA). 
The analytical and numerical techniques are computationally demanding because all possible combinations of 
RES sites must be evaluated to derive the optimal solution. Furthermore, because the problem is non-linear, the 
linear programming methods frequently fail to find the optimal solution14.

To overcome optimization challenges, MA have gained researchers attention in the past few years15, since they 
can escape local extremum, are unconcerned about initial positions, use parallel iterative searching to solve high-
dimensional and multi-objective problems. MAs are commonly divided into two categories: (a) Evolutionary 
Algorithms and (b) Swarm Intelligence Algorithms. The former utilizes methods inspired by biological evolution 
such as genetic algorithm (GA) and Jaya Algorithm (JA), while the latter, such as Particle Swarm Optimization 
(PSO), Firefly Algorithm (FFA), Grey Wolf Optimization (GWO), Zebra Optimization (ZO) algorithm and 
Sea-Horse Optimization (SHO) algorithms are used to replicate the biological behavior of species16–23. Both ZO 
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and SHO are novel MA developed in 2022 demonstrating notable accuracy in achieving high convergence rates 
while effectively avoiding local extrema. These qualities make them highly promising for addressing complex 
optimization problems24.

Several metaheuristic-based optimization techniques are found in literature25–35 and the performance of each 
technique varies in terms of accuracy and convergence time. Authors in Ref.25 proposed bio-inspired algorithms 
to find the optimal mix of RES units with multi-objectives such as minimizing active power loss, minimizing 
voltage deviation and maximizing voltage stability index. The study in Ref.26 recommended using the Path Finder 
Algorithm (PFA) to optimally allocate and integrate a PV system. An Improved Crow Search Algorithm (ICSA) 
based methodology for optimal integration of PV/wind based DGs considering power generation uncertainty 
and network load demand was proposed in Ref.27. In Ref.29, authors recommended the application of the honey 
badger algorithm to evaluate the optimal DG site and size of four RES units. The study in Ref.30 employed RESs 
uncertainty and a β-chaotic sequence spotted hyena optimizer was proposed to allocate two wind turbines 
for losses reduction, improving voltage profile and stability index. Hybrid optimization techniques have been 
reported in Refs.28,31–33 which exploits the benefits of several optimizers with at a quicker convergence to the opti-
mal solution and an improved the optimization efficiency. An Adaptive PSO (APSO) algorithm-based approach 
was applied in Ref.34 for DG and capacitor bank allocation considering minimization of active and reactive power 
losses and maximizing the voltage profile. In Ref.35, authors reported the optimum RES location and size of a 
micro electric system with non-stationary power plants using Whale Optimization Algorithm (WOA).

Based on the aforementioned study, several research studies exist to addresses the optimal sizing and place-
ment of DG units, however, incorporating weather-driven sources is difficult due to their uncertainty and inter-
mittency. According to the literature review, the majority of prior work has not considered the fluctuating nature 
of wind/PV nor load variations in attempt to minimize active losses and voltage deviation, with the exception 
of Refs.25,27,30. The latter took these conditions into account, but at the expense of installing large power units. 
Moreover, previous research has not considered the use of elastic load shifting strategies in conjunction with 
optimal DG sizing. Furthermore, to the best of the author’s knowledge, SHO algorithm has not been employed to 
solve multi-objective optimization problem for allocating and sizing DGs in radial power distribution networks 
in previous literature.

In this paper an integrated energy management strategy for smart cities has been developed to manage the 
generation and loading silhouettes while achieving the multi-objective goals of minimizing total active power 
losses, maintaining bus voltage limits, and lowering the PAR. The proposed framework combines demand side 
management and elastic load behaviour alongside with renewable energy uncertainty for optimally sizing and 
siting RESs using a novel SHO swarm intelligence-based metaheuristic approach. The analysis is carried out for 
an IEEE 69-bus distribution systems using backward/forward sweep for power flow calculation and variation 
of system loading according to reliability test system (RTS) profile. The main contributions of this paper are 
summarized as follows:

•	 A novel metaheuristic-based SHO algorithm is proposed to simultaneously solve a multi-objective and 
multi-constrained problem for optimizing energy management for citing and sizing RESs.

•	 A demand side management program is designed to reshape and alter the load profiles under RESs uncer-
tainty which regulates consumption based on precise thresholds derived from statistical features of load 
profile.

•	 An elastic load shifting is applied to adjust the PAR to unity as well as reduce active power loss to prevent 
peaks at valley time while maintaining bus voltage values.

•	 Compared to other techniques, SHO outperforms GA, GW, WO and ZO algorithms in achieving the highest 
active power loss reduction yet with smaller sized RESs compared to their counterpart.

The paper is organized into eight sections. An introduction, literature survey, and manuscript objective are 
represented in “Introduction” section. “Probabilistic model analysis” section, an explanation of the probabilis-
tic models for wind, PV and the load variations is demonstrated. Problem formulation, objective function and 
technical constrains are explained in “Problem formulation” section. “Applied optimization techniques” and 
“System under study” sections portrays the optimization algorithm techniques and the proposed system under 
investigation respectively. “Simulation and results” section depicts the simulation analysis and outcomes. “Dis-
cussion” section includes a discussion, along with a conclusion in “Conclusion” section.

Probabilistic model analysis
Renewable energy sources such as wind and solar power have become increasingly appealing and cost-effective, 
making them particularly attractive as alternative energy sources in distribution networks due to their primary 
advantages of low environmental emissions of greenhouse gases36. To maximize their utilization in the present 
study, the distribution system is outfitted with renewable energy sources such as wind and solar. However, the 
presumption of having constant loads is no more valid due to the great effect of uncertainty and intermittency 
that appears when using the renewable energy resources. Wind speed and solar irradiation stochastic behavior 
are commanding the execution of optimal probability load flow where the Probability Distribution Function 
(PDF) for solar energy and wind energy are taken into consideration.

Wind and solar data stochastic behaviors.  The real hourly wind speed profile and solar irradiance 
data are shown in Figs. 1 and 2 respectively which can be found in Ref.37 or from Willy Online Pty Ltd weather 
forecast website38. Wind turbines and PV modules are assumed to have constant power factor of one.
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Load profile variation.  The load variation profile is simulated using a Reliability Test System (RTS) which 
divides the day into twenty-four intervals (24 h/day)39. Table 1 shows the loading percentage relative to average 
weekday load in percent of daily peak at 24 intervals.

Problem formulation
Power loss reduction is expected to be the most important goal of power system optimization. In this research, 
the optimization problem formulation for choosing optimal size and location of wind/PV resources is defined 
with the purpose of minimising the total active power loss and minimizing PAR in a radial distribution network 
while satisfying all network and Wind/PV operating and load constraints. By minimizing the system’s peaks, the 
system’s overall stress will be reduced, hence reducing the need for more generation and distribution capacity.

The search for optimal solution for the multi-objective function (MOF) for this study is calculated using (1):

where OF1 is the first objective function to minimize the total active power losses and OF2 is the second objective 
of minimizing the PAR ratio.

The total active power loss can be minimized using (2) and (3):

(1)MOF = (OF1,OF2),

(2)PL =
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∑
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Figure 1.   Wind speed hourly forecast38.
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Figure 2.   Solar hourly irradiance38.

Table 1.   Hourly peak load in percent of daily peak according to RTS.

Hour 1 2 3 4 5 6 7 8 9 10 11 12

% Of peak load 0.65 0.62 0.59 0.69 0.7 0.61 0.7 0.82 0.92 0.97 0.98 0.98

Hour 13 14 15 16 17 18 19 20 21 22 23 24

% Of peak load 0.96 0.96 0.94 0.93 0.95 0.96 0.96 0.95 0.93 0.89 0.8 0.68
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where PL is the total active power loss in the system, I is the current passing through the system having a resist-
ance R , n shows the number of buses and PLB is the base power system losses.

PAR represents the shape characteristic of the overall load profile for the whole system and as mentioned 
earlier, lowering the PAR of the load profile aids the power system energy management by making the grid more 
stable, efficient, and reliable. This is achieved by increasing spare capacity in the event of a supply shortage if (4) 
is minimized40,41

while N  represents the total number of time slots in a day, Lm represent the maximum load value and Lmean 
represent the loads mean value.

The optimal wind/PV location and size must satisfy all network and wind/PV operating limitations, including 
wind/PV size, location, bus voltage limits, and load constraints. In this study, four main technical constraints 
were considered as follows.

Wind/PV location constraint.  In order to increase system stability, it is assumed that the wind/PV loca-
tion should be near to the loads. Thus, the Wind/PV location constraint is assumed to start on 2nd bus and can 
be defined as (5):

where 2nd bus represent bus number two, nth bus represent the bus number at IEEE-69 bus system.

Wind/PV size constraint.  Wind/PV sizes and capacity are chosen to be less than or equal to 30% (high 
penetration level) of the total load power to avoid any possible power outages. This is also chosen to avoid the 
system’s complete dependability on renewable energy sources due to their intermittent nature. As a result, the 
capacity of each wind/PV units must fall within the following range (6):

where PWind/PV is the total active power from the wind/PV farms and PT−Loads is the total load power.

Voltage bus limit.  The amplitude of bus voltage should be limited by the minimum and maximum limits 
that satisfy the following constrain (7):

where Vmin and Vmax are maximum and minimum allowable voltages at buses respectively. V(i) is the voltage at 
the bus (i). Vmin and Vmax are set 0.95 and 1.05 per unit respectively.

Load elasticity constraint.  DSM is crucial in smart grids as it describes strategies used to monitor and 
regulate the effective use of electric energy at the load and consumer level. Programs for DSM alter the electric-
ity usage pattern in order to achieve desired changes and objectives. The primary objective of DSM is keeping 
almost a flat energy consumption profile demand thus reducing the energy consumption during peak hours. 
Consequently, the need to enter new generators with higher production cost is not needed, moreover the pro-
duction cost will be kept in lower cost levels through operation. DSM also encourages users for less power con-
sumption during peak time and shifting their energy use to off-peak period to flatten the demand load curve.

There are several demand side load management strategies used to alter load shape based on the fact that 
load can be sensitive to the large cost changes that can be accrued in the electricity market. Load can be classified 
into shiftable and un-shiftable loads42. The proposed methodology in this work controls the un-shiftable load 
at each hour by setting certain threshold based on the mean and the standard deviation of the load profile to 
identify the overloaded consumption at peak hours and shifted, “peak clipping”, to the underloaded hours at off 
peak hours, “valley filling”43. Keeping in mind that the objective of the proposed methodology is to reduce the 
production cost while keeping the PAR near to 1. This flexibility reshapes the daily load profile by smartly control-
ling the deferrable loads in the context of preserving the main objective function of optimally sizing the RES44.

The proposed load shifting algorithm in this work is selected from the utility viewpoint, to reduce generation 
costs and reduce the burden on the distribution and utility. Figure 3 shows the pseudocode used in this work 
which shifts the controllable load such that the load profile is flattened by reducing peaks. It is worth mention-
ing that this strategy does not change the total energy consumption by the load, in other words, loads are only 
rescheduled. The range for shifted and non-shifted loads can be represented by (8) and illustrated in the pseu-
docode of Fig. 3. The idea behind the load shifting strategy applied in this work follows the condition that if the 
loading percentage exceeds the value of (mean+ 0.5× Std) , shifting to off-peak time takes place

(3)OF1 = min(PL) = min

(

PL

PLB

)

,

(4)OF2 = min(PAR) =

(

Lm

Lmean

)

=

Lm
∑

NLoad
N

,

(5)2nd bus ≤ Wind/PVlocation ≤ nthbus

(6)0 ≤ PWind
PV

≤ 0.3PT−Loads,

(7)Vmin ≤ V(i) ≤ Vmax ,

(8)SFL(b) ≥ mean(k)+ £× Std(b),
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where SFL(b) is the shifted load at each bus per day, Std(b) is the standard deviation values at each bus per day 
(24 h), mean(k) is the average of (k) values at each hour at specific bus, £ = 0.5 is weight as applied to standard 
deviation and (b)  is the total values per day at each bus.

Applied optimization techniques
In this paper, GA and SHO are the two main optimization techniques applied in this work for analysis and testing. 
GA is considered as a benchmark to validate the efficacy of the sea horse technique in all studied cases. Despite 
the fact that GA have been in existence for an extended period of time and are widely recognized as a classical 
optimization technique, their popularity in power system studies persists due to their robustness, adeptness in 
managing nonlinear complexities, and comprehensive global search capabilities. These attributes are crucial 
in power systems analysis, particularly in finding optimal solutions in a wide solution space. As previously 
mentioned, GA is not the only metaheuristic optimization method that have been used in the context of power 
systems analysis, however, it has been chosen in this work as one of the main comparative techniques due to their 
popularity and depth of existing literature on their application in power system studies45.

Genetic algorithm.  A GA is a programming technique that simulates biological evolution based on Dar-
win’s theory of evolution and survival of the fittest to optimize a population of candidate solutions towards 
fitness46. As seen in Fig. 4, the GA starts to create a random population of chromosomes, that determine the 
position and size of the scattered generators, which are formed based on the defined constraints of the fitness 
function. These chromosomes are used to evaluate the fitness function, which presents the distribution system’s 
total active power losses.

The new population is produced based on two operators, crossover and mutation. The main objective of 
crossover is to search the parameter space. Optimum location for Wind/PV units using the GA flow chart is 
illustrated in Fig. 5.

Pseudocode for Load Shifting 

// Input: Read Line data (impedance of each line), Read Load data of each bus, Read 

RTS Data

// Output: Load data at each hour of each bus

// Initialization of Seahorses
1. Load Data New = Load Data old * RTS

2. Bus = 1

3. While Bus <= 69 do
4. Calculate Mean

5. Calculate Standard Deviation

6. Maximum = Mean + (0.5 * Std)

7. Minimum = Mean - (0.5 * Std)

8. Hour = 1

9. While Hour <= 24 do
10. if Load >= Maximum do
11. Over = Load – Maximum

12. Load = Maximum

13. MinValue = Load at this bus + Over

14. If MinValue < Load at min value do
15. Load at min value = MinValue

16. Bus at min value = Bus

17. Hour at min value = Hour

18. end if
19. Hour++

20. end while
21. Bus++

22. end while
23. end

Figure 3.   Pseudocode for load shifting.
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Table 2 shows the parameters for the GA algorithm including the mutation probability, crossover probability, 
the number of the initial population and the maximum number of iterations.

Sea‑Horse Optimization (SHO) technique.  Generally, the scientific name for the term “sea horse” refers 
to a variety of small fish found in warm waters. A brief description of the SHO optimizer is presented in Ref.24. 
SHO is a novel swarm intelligence-based metaheuristic approach consisting of three important components: sea 
horse movement, predation, and reproduction. To achieve a balance between the exploration and exploitation 
of SHO, local and global search algorithms for mobility and predation are created, and the breeding behaviour is 
executed only after the first two behaviours have been performed. The application of SHO to a number of actual 
engineering problems indicates its great optimization capability and cheap computing cost, paving the way for 
its future replacement of some existing metaheuristics or other newly suggested algorithms. SHO has a broad 
range of applications, SHO can be used to solve both discrete and multi-objective optimization problems.

As demonstrated in (9), the SHO implementation process begins by initialising the population by generating 
a collection of random solutions.

(9)seahorses =







x11 · · · xDim1

.

.

.
. . .

.

.

.

x1pop · · · xDimpop






,

PVlocation Windlocation PPV Pwind

Figure 4.   The chromosome for wind/PV units location. PPV, PVlocation represent is the total power output and 
location of the PV modules respectively, while PWind, Windlocation represent the total power output and location 
of the wind energy system respectively.

Start

Read system data and select GA 
Parameters.

Generate initial population.

Execute the load Flow of the 
system using BFS.

Evaluate the fitness function 
(Total power losses).

Termination 
criterion.

Display the optimal size and 
location of DG units.

End

Generate new population.

Perform selection, crossover and 
mutation.

Yes

No

Figure 5.   The flow chart of the GA.

Table 2.   GA algorithm parameters.

Parameter Values

Population size 50

Maximum number of iterations 50

Crossover probability 0.8

Mutation probability 0.2
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where Dim indicates the variable dimension and pop is the population size. SHO exhibits two distinct types of 
movement: spiral motion and Brownian motion. The spiral motion depends on the upward climb in the three-
dimensional components of coordinates 

(

x, y, z
)

 which can be represented by (10) and (11).

where Xi(t) represents the new sea horse position after movement at the iteration t  , Xelite is the individual, 
(

x, y, z
)

 
are the three-dimensional component axis of coordinates, Levy(z) is the Lévy flight distribution function for 
movement, w and k are random numbers selected between [0,1], � is a random number between [0,2], σ is a 
coefficient which depends on random numbers and S is equal to 0.01 as constant number.

The Brownian movement on the other hand depends on the sea waves and drifting actions as demonstrated 
in (12).

where rand denote the random values [0,1], βt is the random walk coefficient of Brownian and l  is the constant 
coefficient equal to 0.05.

After movement phase, the predation behaviour starts given that the probability of the sea horse succeeds in 
capturing food is over 90% as represented by (13).

Next is the breeding stage to select the optimum solution where the population is divided into male and 
female groups based on their fitness levels. Notably, because male sea horses are responsible for reproduction, 
the SHO algorithm selects half of the individuals with the greatest fitness values as fathers and the other half as 
mothers. As illustrated in (14)–(16), this division enhances the transmission of positive traits from fathers to 
mothers for the next generation.

where Fathers, Mothers are the male and female population respectively, X2
sort denotes all X2

new in ascending 
order of fitness values, r3 is a random number between [0, 1], i is a positive integer in the range of [1, pop

2
 ] and 

X
father
i ,Xmother

i  represent randomly selected individuals from the male and female populations respectively.
After the sea horse population is updated, offspring breeding takes place. A new population is composed of 

the offspring and the previous updated sea horses. However, the new population size is 1.5Pop . Each individual 
in the new population is estimated to avoid population expansion without limit. According to fitness values 
Individuals are sorted from top to bottom in ascending order, and the first pop Sea horses are iteratively chosen 
as the new population for the next evolutionary process. The flow chart in Fig. 6 depicts this process while the 
SHO parameters used in this study are found in Table 3, where r1 and r2 is the probability of success is kept 0.1.

System under study
This section focuses on a detailed description of using BFS method to calculate the total power losses in the 
IEEE 69-bus system.

IEEE‑69 bus test system.  The network employed for testing is the IEEE-69 bus test system which consists 
of 69 nodes, 5 looping lines, 7 lateral feeders and edges on every branch of the system as represented in Fig. 7. 
The data of IEEE 69-bus radial distribution test system can be found in Ref.47. The total connected loads on this 
hypothetical system are 3802 kW and 2695 kVAr respectively with system voltage as 12.66 kV. Bus No.1 (main 
Sub-station bus) is considered as a slack bus and the remaining buses are considered as load buses.

Backward/forward sweep method.  Numerous techniques, such as conventional and direct load flow 
(DLF), are available for the analysis of balanced and unbalanced distribution systems. Furthermore, due to con-
vergence issues, traditional load flow techniques such as the Newton–Raphson Method and the Gauss–Seidel 
Method may become ineffective for load flow studies, rendering them incapable of providing accurate results 
of line flows and line voltages in the distribution system. The DLF technique, which uses the BIBC (Bus Inci-
dence to Branch Current) and BCBV (Branch Current to Bus Voltage) matrices, is a more robust and efficient 
method for analysing distribution systems. The IEEE-69 bus test system’s power flow is solved using the BFS 

(10)X1
new(t + 1) = Xi(t)+ Levy(�)((Xelite(t)− Xi(t)))× x × y × z + Xelite(t),

(11)Levy(z) = S ×
w × σ

|k|
1
�

,

(12)X1
new(t + 1) = Xi(t)+ rand × l × βt × (Xi(t)− βt × Xelite),

(13)X2
new(t + 1) =

{

α∗

(

Xelite − rand × X1
new(t)

)

+ (1− α)× Xeliteifr2 > 0.1

(1− α)×
(

X1
new(t)− rand × Xelite

)

+ α∗X1
new(t)ifr2 ≤ 0.1

.

(14)Fathers = X2
sort

(

1 :

pop

2

)

,

(15)Mothers = X2
sort

(pop

2
+ 1 : pop

)

,

(16)X
offspring
i = r3X

father
i + (1− r3)X

mother
i .
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Load Flow Algorithm. Reference48 provides a brief description of the BFS method. The following flow chart in 
Fig. 8 describes the operation steps of BFS method.

Simulation and results
The aim of the study is to keep energy management with high quality for smart cities from electrical point of 
view. This goal can be achieved by integrating renewable energy resources towards zero carbon city and apply-
ing DSM to keep the load profile almost constant, relieving stress on the an electrical utility and reducing power 
generation, thereby lowering CO2 emissions. The CO2 reduction effect is presented in this paper as reduction in 
power losses which will lead to emission reduction. The proposed methodology employs an IEEE 69-bus radial 
distribution system, which is divided into five parts to demonstrate the significance of the study. Part I investigates 
the impact of RESs with constant power output, by applying the GA and SHO techniques to obtain the optimal 
allocation for both wind/PV units to minimize power system losses and under normal loading profile. Also, as 
a side effect of reducing power loss, voltage profile is checked. Part II of the study entails incorporating variable 
loading profile into the system and determining the optimal wind/PV sources with constant power output. Part 
III involves taking into account all potential RESs and load uncertainties. In Part IV, all system uncertainties are 
included with application of elastic loading profile, and two objectives are hibernated to minimize both system 
losses and PAR.

Part I: applying GA and SHO techniques with constant wind/PV power and normal load pro-
file.  In this part, wind/PV units are installed in the test system with a high penetration level of up to 30% of 
total system power at a normal loading profile and constant power output from all wind/PV units regardless of 
irradiance occurrences and wind speed. As indicated in Table 4, the ideal placement of wind/PV in GA case is 

Start

While t < T

Initialize sea-horse parameters 

Calculate the fitness value of each sea-
horse 

Determine the best sea-horse Xelite 

r 1= Randn> 0

Set p = 0.05, update the position of the 
sea horse

Set u=0.05 , v=0.05 

Rotation angel from -2ℿ , 2ℿ

Generate levy coefficient, update the 
position of the sea horse 

Update position, Handle variables out 
of bound, Calculate the fitness value of 

each 

Select father and mother, breed 
offspring 

Handle variables out of bound, 
Calculate the fitness value of each 

offspring  

Update Xelite position, T=t+1

Select the next iteration population 
from the offspring and parents ranked top 

pop in fitness value  

End

Yes

No

Movement behavior 

Predation behavior

Breeding behavior

Figure 6.   Flow chart of the SHO.

Table 3.   SHO algorithm parameters.

Parameter Values

Population 50

Iterations 50

r1 0.1

Probability of success r2 0.1
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Figure 7.   IEEE-69 bus distribution system.
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Figure 8.   The flow chart of the BFS method.

Table 4.   Part I results obtained by GA and SHO.

Method Optimal location (bus number) PV size (MW) Wind size (Mw) Power loss (MW) Penetration level Loss reduction

Base case – – – 0.225 – –

GA 22,50 0.80 0.35 0.112 30% 50.2%

SHO 50,52 0.75 0.34 0.1047 28.6% 53.5%
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at bus 22 and bus 50, with total power losses of 112 kW, which is equivalent to a 50.2% decrease in total power 
losses, using the highest penetration level of 0.80 MW of PV modules and 0.35 MW of wind modules. Using 
SHO, on the other hand, reveals that the ideal placements for wind/PV units are bus 50 and bus 52, with total 
power losses of 104.75 kW, representing a 53.5% reduction in total active power losses as shown in Fig. 9. Con-
sequently, 0.75 MW of PV modules and 0.34 MW wind farm sizes are selected, with a penetration level equal 
to 28.6%. Figure 10 shows the voltage profile improvement obtained before and after reducing the total system 
power losses.

Part II: applying GA and SHO techniques with constant wind/PV power and variable loading 
percentage using RTS.  In this part, wind/PV units are installed to the test system at variable loading 
profile without applying DSM and constant power output from all wind/PV units regardless of irradiance occur-
rences and wind speed. The total power losses for the tested base case is equal to 223 kW as indicated in Table 5. 
Using GA and SHO algorithm, the ideal placement of wind/PV in GA case is at bus 12 and bus 50, with total 
power losses of 106 kW, which is equivalent to a 52.4% decrease in total power losses with a penetration level 
of 4.5%. This was accomplished with 0.108 MW of PV modules and 0.061 MW of wind turbines. Using SHO, 
however, reveals that the ideal placements for wind/PV units are bus 17 and 50, with total power losses of 104 
kW as shown in Fig. 11, which represents a 53.3% decrease in total active power losses. As a result, 0.0343 MW 
of PV modules and 0.1095 MW wind farm size with a penetration level equal to 3.7% are required.

Part III: applying GA and SHO techniques with all system uncertainty.  In this part, wind/PV 
units and the load variability using RTS are applied to the test system at variable power output from all wind/
PV units including irradiance occurrences and wind speed fluctuations without applying DSM. The total power 
losses for the tested system equal 223 kW as indicated in Table 6 and utilizing the GA and SHO algorithm. GA 
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Figure 9.   Part I power loss results.
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Table 5.   Part II results obtained by GA and SHO.

Method Optimal location (bus number) PV size (MW) Wind size (Mw) Power loss (MW) Penetration level Loss reduction

Base case – – – 0.223 – –

GA 12,50 0.108 0.061 0.106 4.5% 52.4%

SHO 17,50 0.0343 0.1095 0.104 3.7% 53.3%
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algorithm results reveal that the ideal placement of wind/PV is at bus 50 and bus 53, with total power losses of 
144 kW, corresponding to a 35.4% decrease in total power losses. This has been achieved at a penetration level 
of 0.80 MW and 0.35 MW for wind/PV modules respectively. On the other hand, applying SHO reveals that the 
ideal placements for wind/PV units are bus 19 and bus 50, with total power losses of 150 kW as shown in Fig. 12, 
which represents a 32.7% decrease in total active power losses. Consequently, 0.75 MW of PV modules and 0.34 
MW wind farm size with a penetration level equal to 28.6%.

Part IV: applying GA and SHO techniques with system uncertainty and applying load elastic-
ity.  Variable power output from all wind/PV units and the load variability are applied to the test system in this 
section, with improvements to the system load profile by applying load elasticity. According to Table 7, The total 
power losses for the tested system are 223 kW, the ideal placement of wind/PV in the GA case is at bus 50 and bus 
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Figure 11.   Part II power loss results for GA and SHO.

Table 6.   Part III results obtained by GA and SHO.

Method Optimal location (bus number) PV size (MW) Wind size (Mw) Power loss (MW) Penetration level Loss reduction

Base case – – – 0.223 – –

GA 50,53 0.80 0.35 0.144 30% 35.4%

SHO 19,50 0.75 0.34 0.150 28.6% 32.7%
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Figure 12.   Part III power loss results for GA and SHO.

Table 7.   Part IV results obtained by GA and SHO.

Method
Optimal location 
(bus number) PV size (MW) Wind size (Mw) Power loss (MW) Penetration level Loss reduction

PAR 
reduction

Base Case – – – 0.223 – – –

GA 50,53 0.80 0.35 0.143 30% 35.8%
17%

SHO 50,53 0.44 0.35 0.149 20.7% 33.2%
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53, with total power losses of 143 kW, which is equivalent to a 35.8% decrease in total power losses. This has been 
accomplished at a penetration level of 0.80 MW and 0.35 MW for PV and wind units respectively. Using SHO 
technique, however, total power losses of 149 kW are achieved, representing a 33.2% reduction in total active 
power losses, as shown in Fig. 13 with ideal placements for wind/PV units at buses 50 and 53. As a result, 0.44 
MW of PV modules and 0.35 MW wind farm size are required, with a penetration level equal to 20.7%. Figure 14 
depicts the total PAR reduction before and after the DSM technique was applied. It is worth noting that after 
implementing the load shifting strategy, the PAR values have been reduced to unity. PAR reduction is important 
in lowering load demand fluctuations, decreasing electricity bills, and reducing the requirements of constructing 
new conventional power plants. In addition, Fig. 15 shows the daily power profile for the IEEE-69 bus system 
before and after applying load shifting methodology. Using the proposed strategy resulted in a smooth power 
profile for all buses. Furthermore, the power profile for bus 27 has been evaluated and shown in Fig. 16a since it 
represents the farthest bus and the highest in terms of active power losses. Moreover, bus 50’s profile is depicted 
in Fig. 16b as it represents the highest load among all system buses. As seen from both Fig. 16a,b, the proposed 
strategy has been able to maintain constant power values in both extreme cases with lower power fluctuations.

Discussion
This paper presented an energy management strategy that combines the beneficial features of optimally sizing 
and allocating RESs and DSM strategies applied for smart cities. The proposed strategy was applied using the 
SHO algorithm in case of load and RESs uncertainty. Results were compared in previous sections with GA for 
four different scenarios to test its validity and investigate the system performance.

Analysis of results of the four investigated scenarios.  Table 8 summarizes results from Part I to Part 
IV. Part I used GA and SHO to determine optimal RESs sizing and location in the absence of load and resources 
uncertainty. It is clear from Table 8 that adopting SHO algorithm produces better results than GA in terms of 
achieving lower total power losses. For results of Part II and after applying load variability at constant PV/wind 
power, the SHO algorithm still outperforms GA in terms of better loss reduction while using smaller sized 
RESs. However, after accounting all system uncertainty (load variability, wind/PV uncertainty), Part III results 
show that GA achieved lower power losses than its counterpart. Finally, in Part IV, after applying all-system 
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uncertainties and DSM load shifting from on-peak periods to off-peak periods, not only is there a significant 
reduction in power loss, but also reduction in system PAR. Although GA achieves a higher loss reduction per-
centage by 0.4% than SHO, the difference is offset by installing 9.3% smaller RES and almost half the PV instal-
lation capacity in SHO.

Comparison with previous studies and other metaheuristic algorithms.  In published research, 
a wide variety of strategies for optimally selecting the location and size of RES are presented49. The strategy of 
living organisms when hunting and trapping prey has been the main idea of various metaheuristic algorithms 
with the GWO and WO algorithms being two of the most prominent techniques involved in addressing the 
optimization problem for sizing and placement of DGs. Furthermore, the ZO is a newly developed algorithm 
that appears to be as a recent rival to bio-inspired algorithms. In this section, the SHO algorithm performance 
capabilities are tested in comparison with the GWO, WO, and ZO algorithms to prove the accuracy of the 
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Figure 16.   Active power profile before and after load shifting (a) Bus Number 26, (b) Bus Number 50.

Table 8.   Summary of results from part I to part IV.

Case

P (MW) (PV, 
wind)

P (MW) (PV, 
wind)

Power losses 
(MW)

Power losses 
(MW)

Penetration 
level % PAR old PAR new

GA SHO GA SHO GA SHO

Base case – – 0.22493/0.22353 – – 1.2 1.2

Part I 0.80, 0.35 0.75, 0.34 0.112 0.1047 30% 28.6% 1.2 1.2

Part II 0.108, 0.061 0.0343, 0.109 0.106 0.104 4.5% 3.7% 1.2 1.2

Part III 0.80, 0.35 0.75, 0.34 0.144 0.150 30% 28.6% 1.2 1.2

Part IV 0.80, 0.35 0.44, 0.35 0.143 0.149 30% 20.7% 1.2 1



15

Vol.:(0123456789)

Scientific Reports |        (2023) 13:15000  | https://doi.org/10.1038/s41598-023-41929-1

www.nature.com/scientificreports/

SHO algorithm in solving multi-objective optimization problem such that three cases where investigated. Case 
1 compares the performance of GWO, WO, ZO and SHO techniques with constant wind/PV and load profile; 
Case 2 examines the effectiveness of integrating the aforementioned algorithms with constant wind/PV power 
and variable loading percentage using RTS; and Case 3 investigates the performance of the 4 algorithms when all 
system uncertainty are taken into account. The backward forward sweep power flow method has been utilized to 
calculate system variables, such that the main objective is to minimize the power loss and maintain bus voltage 
limits. Table 9 explores the performance of the SHO and GW, WO and ZO for the three cases and the chart in 
Fig. 17 summarizes the power loss results.

In case 1, the analysis focuses on the system’s performance under constant RES generation by conducting 
a comparison among the four algorithms. The results presented in Table 9 show that SHO achieved minimum 
active power losses, followed by the WO, GWO, and ZO algorithms, with corresponding loss reduction of 53.5%, 
53.5%, 52% and 43.5% respectively.

Case 2 explores the performance of the four algorithms with RES generation uncertainty. In case 2, the GWO 
managed to achieve the best objective function value, followed by SHO, WOA and ZO as recorded in Table 9 
such that the loss reduction was 55.3%, 53.3%, 51.5% and 38.5% respectively.

Considering all system uncertainties for generation and load profile in case 3, the SHO algorithm demon-
strated superior performance compared to its counterpart, achieving 56.5% loss reduction while maintaining 
same generation capacity and penetration level as GWO and ZO algorithms as shown in Table 9.

Figure 18 depicts the convergence plot and Table 10 indicates the convergence time and iterations acquired 
by each algorithm for case 1, showcasing the SHO method’s performance in reaching the optimal solution for 
case 1, as compared to the WO, GWO and ZO techniques. Notably, the SHO not only attained a global minimum 
among the four algorithms but also demonstrated fast convergence compared to GWO and WO, requiring the 
least number of iterations to reach the optimal solution.

Referring to Fig. 17, it is apparent that SHO surpasses GW, WO and ZO algorithms in both case 1 and 3, 
achieving a higher percentage reduction in power loss. Although GWO performs better than SHO in case 2 by 2% 
reduction difference, it is important to note that SHO still outperforms all other algorithms in terms of number 
of iterations required to reach the optimal solution as demonstrated in Table 10.

Table 9.   Comparison results between WOA, GWO, ZO and SHO.

Case Method
Optimal location (bus 
number) PV size (MW) Wind size (Mw) Power loss (MW) Penetration level Loss reduction

Case 1

Base case – – – 0.223 – –

GWO 21,50 0.8 0.34 0.111 30% 50.2%

WOA 17,53 0.8 0.30 0.107 29.5% 52%

SHO 50,52 0.75 0.34 0.104 28.6% 53.5%

ZO 40,50 0.63 0.34 0.124 28.6% 44.3%

Case 2

GWO 50,53 0.8 0.34 0.100 30% 55.3%

WOA 50,53 0.8 0.25 0.108 27% 51.5%

SHO 17,50 0.0343 0.1095 0.104 3.7% 53.3%

ZO 50,53 0.46 0.170 0.137 16.8% 38.5%

Case 3

GWO 50,53 0.8 0.34 0.169 30% 24.2%

WOA 2,9 0.8 0.2 0.190 26.3% 14.7%

SHO 50,53 0.8 0.34 0.098 30% 56.5%

ZO 51,53 0.8 0.34 0.104 30% 53.3%

50.2%
55.5%

24.3%

52.0% 51.5%

14.7%

53.5% 53.3%
56.5%

44.3%
38.5%

53.3%

0.0%

10.0%

20.0%

30.0%

40.0%

50.0%

60.0%

Case 1 Case 2 Case 3

Po
w

er
 L

os
se

s (
%

)

GWO WOA SHO ZO

Figure 17.   Power loss percentage results of GWO, WO, ZO and SHO algorithms.
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Demand side management evaluation.  This work focuses on implementing a demand side manage-
ment program by limiting load energy consumption during peak hours and measuring PAR as a metric to deter-
mine the efficacy of the DSM strategy50. Referring to Fig. 15 and the total power profile applied to IEEE-69 bus 
system before load shifting, it can be observed that a peak demand of 3738 kW is exhibited during the morning 
early hours. In addition, during the time of the day between the hours of 9 to 22, the load demand surpasses the 
average load demand, and the PAR values were 1.2. In this case, when the consumer demand exceeds that pro-
vided by the average power provided by the utility, utility company will tend to utilize more power plants to fill 
the gap between generation and consumption. Shifting loads from peak to off-peak periods will not only help in 
reducing the operational costs associated with the addition of new power plants, but it will also help in reduction 
of carbon emissions and a reduced electricity bill from the consumer viewpoint. By employing the load shifting 
strategy used in “Problem formulation” section, PAR is maintained unity and consequently the cost of energy 
will be reduced. Table 11 shows the initial load and the modified load demand after demand response and hourly 
increase or decrease in load demand in percentage each hour during the day.

Conclusion
The integration of RESs and their optimal utilization is one of the crucial topics for the construction of smart 
cities. Furthermore, owing to a significant amount of RES penetration and integration in power networks, power 
system planning cannot neglect uncertainties in generation and load behavior. This paper proposed a multi-
objective optimal power resource management strategy combined with DSM and elastic load profile. The optimal 
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Figure 18.   Convergence plots for GWO, WO, ZO and SHO algorithms.

Table 10.   Comparison results of convergence times of WOA, GWO, ZO and SHO.

Algorithm Convergence time (s) Iterations

GWO 14.89 50

WO 17.28 47

SHO 11.59 2

ZO 11.36 50

Table 11.   Hourly load demand before and after load shifting.

Hour Before load shifting (kW) After load shifting (kW) % Hour Before load shifting (kW) After load shifting (kW) %

1 2472.424 2790.246606 1.128546967 13 3663.102 3369.149 0.919753

2 2359.358 2789.686606 1.182392246 14 3664.102 3368.028 0.919196

3 2246.2921 2790.242397 1.242154748 15 3589.059 3368.018 0.938413

4 2627.511 2791.417606 1.06238094 16 3552.0367 3460.163831 0.974135158

5 2666.533 2790.246606 1.046394928 17 3629.0805 3460.163831 0.953454692

6 2325.336 2791.704606 1.200559664 18 3668.102 3460.164 0.943312

7 2668.533 2790.194606 1.045591194 19 3669.102 3460.164 0.943055

8 3125.796 3333.026 1.066296713 20 3632.081 3460.164 0.952667

9 3507.015 3462.71 0.987367 21 3557.037 3460.164 0.972766

10 3698.124 3462.548 0.936298 22 3405.949 3357.294 0.985715

11 3737.146 3369.149 0.90153 23 3064.752 3333.556 1.087708239

12 3738.146 3369.149 0.901289 24 2609.489 2788.756606 1.068698357
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installation location and sizing of RESs are determined taking into account minimization of power losses and 
reduction of PAR to achieve lower production and generation costs. A novel Meta-heuristic SHO was applied to 
handle the multi-decision problem and the performance of the proposed methodology was tested on an IEEE-
69 test bench system for four different scenarios compared to GA as a benchmark algorithm. First, the results 
illustrated total power losses reduction using SHO compared to GA in the case of constant generation and load. 
Second, the simulation results confirmed the superiority of SHO over GA in the case of load uncertainty and 
constant generation. Third, the results were verified in case of load and RES intermittency followed by a fourth 
scenario in the presence of load and sources uncertainty, as well as applying flexible load shifting from peak 
to off-peak times. The load shifting strategy manages the fixed load consumption during each hour by setting 
thresholds based on mean and standard deviation on load profile to identify instances of excessive consump-
tion during peak hours and redistribute the load to off-peak. Simulation results validate that the performance 
of the proposed SHO algorithm was advantageous in substantially reducing the total power losses, maintaining 
bus voltage profile within permissible limits, reducing the PAR to unity thus avoiding any power fluctuations, 
yet with small RES size. The effectiveness of the SHO algorithm was tested against other recent MA algorithms 
in literature for three different test cases, which showed that the SHO achieved the best optimal in the majority 
of cases compared to those achieved by GWO, WO and ZO algorithms respectively. When compared to other 
algorithms, SHO results demonstrated higher accuracy and an acceptable convergence time with the least num-
ber of iterations.

Data availability
The data analysed during the current study available from the corresponding author on reasonable request.
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