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scenes
Yuanwei Bi , Chuanbiao Li *, Xiangrong Tong , Guohui Wang  & Haiwei Sun 

Robot vision technology based on binocular vision holds tremendous potential for development 
in various fields, including 3D scene reconstruction, target detection, and autonomous driving. 
However, current binocular vision methods used in robotics engineering have limitations such as high 
costs, complex algorithms, and low reliability of the generated disparity map in different scenes. To 
overcome these challenges, a cross-domain stereo matching algorithm for binocular vision based 
on transfer learning was proposed in this paper, named Cross-Domain Adaptation and Transfer 
Learning Network (Ct-Net), which has shown valuable results in multiple robot scenes. First, this 
paper introduces a General Feature Extractor to extract rich general feature information for domain 
adaptive stereo matching tasks. Then, a feature adapter is used to adapt the general features to the 
stereo matching network. Furthermore, a Domain Adaptive Cost Optimization Module is designed 
to optimize the matching cost. A disparity score prediction module was also embedded to adaptively 
adjust the search range of disparity and optimize the cost distribution. The overall framework was 
trained using a phased strategy, and ablation experiments were conducted to verify the effectiveness 
of the training strategy. Compared with the prototype PSMNet, on KITTI 2015 benchmark, the 
3PE-fg of Ct-Net in all regions and non-occluded regions decreased by 19.3 and 21.1% respectively, 
meanwhile, on the Middlebury dataset, the proposed algorithm improves the sample error rate at 
least 28.4%, which is the Staircase sample. The quantitative and qualitative results obtained from 
Middlebury, Apollo, and other datasets demonstrate that Ct-Net significantly improves the cross-
domain performance of stereo matching. Stereo matching experiments in real-world scenes have 
shown that it can effectively address visual tasks in multiple scenes.

In recent years, robots have become essential assistants in various fields, including 3D scene reconstruction, 
target detection, autonomous driving, among others. The pervasive application of robotics technology across 
various industries has contributed to its integral role in modern life. Computer vision, a technology that emulates 
the human visual system and converts collected image information into target disparity information, plays a 
crucial role in assisting robots in accomplishing their tasks. Currently, a majority of robots rely on costly laser 
radar equipment to obtain high-precision disparity information. However, the principle of binocular vision, 
which closely replicates humans’ way of observing objects, is widely utilized in numerous visual tasks. The bin-
ocular stereo matching algorithm, a fundamental component of the binocular vision theory, directly impacts 
the accuracy of a robot’s target detection. By employing binocular vision theory, the robot can convert two-
dimensional information into three-dimensional information of the target scene, thereby obtaining precise 
target scene information.

Stereo matching algorithms are crucial for understanding 3D scenes and reconstruction, and have been widely 
used in various fields, including robot  navigation1, autonomous  driving2, virtual  reality3, and many others. These 
algorithms aim to calculate disparities, which represent the horizontal displacement of corresponding pixels in 
two rectified stereo pairs. Traditional methods often rely on prior knowledge of the image to construct a stereo 
matching function that enables the generation of a dense disparity  map4.

Currently, convolutional neural networks (CNNs) are widely used in various vision tasks due to their powerful 
feature representation capabilities, including object  detection5, image  classification6, and more. In recent years, 

OPEN

School of Computer Control and Engineering, Yantai University, Yantai 264005, China. *email: 202000358033@s.
ytu.edu.cn

http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-023-39964-z&domain=pdf


2

Vol:.(1234567890)

Scientific Reports |        (2023) 13:12739  | https://doi.org/10.1038/s41598-023-39964-z

www.nature.com/scientificreports/

supervised stereo matching algorithms based on CNN have significantly improved the performance of stereo 
matching and have become the current mainstream research direction. The primary steps of the supervised 
stereo matching algorithm based on CNN include feature extraction, cost construction, and cost optimization.

However, the existing CNN-based stereo matching algorithms are primarily designed for fixed-structure 
models on specific datasets, while the issue of domain adaptive stereo matching has received limited attention 
from researchers. Moreover, previous studies have typically focused on obtaining network parameters through 
extensive training with large batches, disregarding the exploration of alternative training strategies. Kendall 
et al. were the first to proposed to obtain features through the  ResNet7 structure and obtain disparity maps in 
an end-to-end manner. The domain adaptation module designed in  DANet8 helps to reduce the domain shift. 
To enhance stereo matching performance,  SegStereo9 incorporates a separately trainable semantic branch that 
provides disparity edge information for stereo matching. The optimization branch in this method employs a 
two-stage training process to eliminate redundant information and amplify matching-related information in 
concatenated  volumes10. Nlca-net11 provides a bootstrap branch for optimizing disparity results. A semantic 
segmentation branch is proposed in  work12 to incorporate additional semantic information into stereo matching 
tasks.  PGNet13 proposed a panoptic parsing guided deep network to solve the stereo matching task. A cascading 
fusion cost volume is proposed to optimize the cost  distribution14. Rao et al.15 enhanced the stereo matching per-
formance of an existing model by implementing a new training strategy during retraining. Sang et al.16 proposed 
a spatial pyramid pooling attention module to address ill-posed areas and enhance the details of disparity maps 
through multi-scale context information capture. The above methods enhance stereo matching performance by 
optimizing the model’s structure and training strategy.

We present a novel stereo matching network that utilizes transfer learning and a customized training strategy 
to optimize the model. Firstly, we select a prototype network to provide improved parameter initialization for the 
stereo matching task. Next, to address the issue of inadequate feature learning, we employ a pre-trained model 
on large-scale datasets to extract general features. These features are then filtered to construct cost volumes 
that capture the similarity between stereo pairs. Furthermore, we train a feature adapter to enhance the screen-
ing capability of features for stereo matching, thereby minimizing the interference from non-stereo matching 
learning parameters. In contrast to existing algorithms that rely on single-scale features for cost construction, 
our approach incorporates a domain adaptive cost optimization module that replaces the original module in 
the prototype. Additionally, to further refine the cost volumes, we adjust the disparity range. Finally, we obtain 
the final disparity map through a regression method. In summary, there are three contributions in our paper:

• A domain adaptive stereo matching model for robots is proposed, which optimizes the stereo matching 
performance by grafting general features. Experiments conducted on multiple datasets and real-world scenes 
demonstrate that the model exhibits remarkable effectiveness across different domains.

• To capture general feature information, a grafted feature extractor is introduced and adapted to the network 
using a feature adapter. Additionally, an adaptive cost optimization module is introduced, and a disparity 
score prediction module is designed to adaptively adjust the disparity search range to optimize the cost 
distribution.

• A training strategy is proposed to train the prototype, feature adapter and domain adaptive cost optimization 
module, which provide better phased parameter initialization and update network parameters stage by stage, 
in addition, the training strategy of stereo matching is studied in this paper.

The paper is organized as follows. Section ”Related Works” presents the relevant background of stereo match-
ing and introduces related work on traditional and deep-learning based algorithms for stereo matching. The 
implementation details of the proposed model (Ct-Net) are presented in Sect. ”Proposed Method”. Section 
”Experimental Results and Discussions” provides details on the datasets used, experimental results, and discus-
sions. Finally, the paper concludes with a summary and conclusion in Sect. ”Conclusion”.

Related works
To date, robots have been widely applied in various fields and played an undeniable role. Shankar et al.17 proposed 
a passive stereo depth system consisting of CNN and a sensor that is designed to ensure the robot’s workspace. 
The proposed method was tested on multiple scenes and demonstrated effective application for home robots. 
Yang et al.18 proposed a probabilistic framework for robotic bin scene reconstruction systems that utilize active 
stereo camera data. Lajoie et al.19 presented the Swarm-SLAM system for collaborative simultaneous localization 
and mapping, which can be effectively applied to swarm robotics. Yang et al.20 proposed a CNN-based binocular 
vision self-inpainting network for real-time stereo image inpainting of autonomous robots, achieving state-of-
the-art performance on image inpainting. Shim et al.21 proposed an inspection robot and management system 
that utilizes stereo vision to inspect damage on concrete surfaces. Obasekore et al.22 developed a recognition algo-
rithm that utilizes a CNN-based binocular vision system in their agricultural robot to detect early-developmental 
pest stages in agriculture. Similarly, Xiang et al.23 proposed a field-based robot that utilizes binocular vision and 
CNN to detect and characterize the leaf angle of maize plants.

Stereo matching is a technique that allows for the recovery of depth information from stereo images. By simu-
lating the principle of visual perception of human eyes, only two digital cameras placed on the same horizontal 
line are required. The main process of stereo matching includes image preprocessing, matching cost construc-
tion, cost aggregation, and disparity acquisition. Disparity, which refers to the horizontal displacement of spatial 
points in stereo pairs, is obtained through stereo matching. The goal of the stereo matching task is to accurately 
obtain a disparity map from a pair of corrected binocular images.
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Traditional stereo matching algorithms include local algorithms, global algorithms, and semi-global algo-
rithms. Local algorithms, such as correlation-based methods, have efficient implementations that make them 
suitable for real-time  systems24. Compared to local algorithms, global stereo matching algorithms can calculate 
more accurate disparity by constructing a global energy function and minimizing the global  cost25,26. However, 
the time required for global algorithms is relatively high. Furthermore, there is a semi-global stereo matching 
 algorithm27 that calculates mutual information to measure the similarity of two images. It then uses dynamic 
programming to find the optimal matching path and minimize the global energy.

With the development of deep learning networks, stereo matching algorithms based on convolutional neural 
networks have emerged. Zbontar and  LeCun28 were the first to introduce CNNs to calculating the matching 
cost and measuring the similarity between image patches. Luo et al.29 introduced a product layer in the Siamese 
network and proposed a multi-label classification network that calculates the local matching cost to enable multi-
scale classification over disparities.  Displets30 introduced image classification techniques to accurately determine 
object disparity. GC-Net31 introduced a 4D cost volume and used 3D CNNs to capture geometric and contextual 
information.  PSMNet32 proposed the spatial pyramid pooling module to obtain the multi-scale features of images 
and introduced the hourglass structure for cost aggregation. GWC-Net33 proposed a group correlation strategy 
to construct a better matching cost volume by considering the correlation between different channel features. 
This approach enabled network to obtain a more accurate disparity map. A semantic segmentation branch was 
proposed in the  SegStereo9 to incorporate additional semantic information to stereo matching tasks. PG-Net13 
proposed a panoptic parsing guided deep network to solve the stereo matching tasks.  PDSNet34 introduces a bot-
tleneck matching module that enhances the ability to utilize global feature information. In addition, NLCA-Net-
v215 improved the stereo matching performance of the existing model by retraining with a new training strategy.

In recent years, research on domain adaptive models has become a hot topic. The network proposed  in35 used 
different branches and cross-stage contextual information to exploit features at various resolutions, and proposed 
a branch cross-stage encoding module to regularize the cost volume.  EdgeStereo36 explored the relationship 
between stereo and edge information in a unified learning model.  HITNet37 introduced a fast multi-resolution 
initialization step and used a differentiable 2D geometric propagation and deformation mechanism to infer the 
disparity hypothesis. With the success of the Attention  mechanism38 and  Transformer39, some new methods such 
as  CREStereo40 revisited stereo matching from new perspectives. Williem et al.41presented a deep self-guided 
cost aggregation method used to obtain an accurate disparity map from stereo images. Cheng et al.42 proposed 
convolutional spatial propagation networks (CSPN) based on spatial propagation networks (SPN), and extends 
CSPN to 3D for domain adaptive stereo matching tasks. Cheng et al.43 incorporated geometric knowledge into 
the neural architecture search framework and proposed LEAStereo. It is the first end-to-end hierarchical NAS 
framework for deep stereo matching. A cost network based on cascade and fusion is proposed to improve the 
robustness of stereo  matching14.  DSMNet44 is designed with two novel trainable neural network layers that 
generalize well across domains without fine-tuning or domain adaptation.

In this work, we designed our network structure based on  PSMNet32 and  ResNet7. In addition, we used 
transfer learning techniques to introduce general domain features into stereo matching tasks. In order to obtain 
a better matching cost, we designed a domain adaptive cost optimization module that can adaptively adjust the 
disparity search range. Meanwhile, a training strategy was used to integrate the above modules into our stereo 
matching framework. More details are described below.

Proposed method
A deep-learning network trained in stages is proposed for the stereo matching task in this paper, and the overall 
structure is shown in Fig. 1. In the first training stage, a prototype is constructed as the initial structure of the 
network to provide parameter initialization for the subsequent stage. In the second training stage, the original fea-
ture extraction structure is replaced with the general feature extractor (GFE), which is pretrained on  ImageNet45, 
and a U-shaped feature adapter is trained to adapt the pre-trained features to the cost optimization module of 
the network. In the third stage, the cost optimization in the prototype is replaced with a domain adaptive cost 
optimization module (DACOM) to get a better disparity map. Model training is co-supervised using the Smooth 
l1 loss along with the Mean Absolute Error (MAE) loss through multiple stages.

Prototype construction. As the first stage of the model training process, the prototype can provide better 
parameter initialization for the next training stage. Therefore, selection of the prototype is critical. The PSMNet 
exhibits an excellent stereo matching effect while maintaining a relatively straightforward  structure32, so we use 
the overall structure of PSMNet as the prototype.

After the first training stage is completed, the learned parameters of the cost optimization module in the 
prototype are fixed for training of the feature adapter in the second stage.

General feature extractor leverage. The general feature extractor (GFE) is a key component of the net-
work structure. Extracting general features is very important for the performance of the domain adaptive stereo 
matching network, and we need select a model pre-trained on a large-scale dataset to alleviate domain shift. The 
model can learn various styles of images on large-scale datasets such as the ImageNet dataset. Therefore, this 
work is beneficial for domain adaptive tasks. Our algorithm selects the powerful ResNet-18 model pre-trained 
on ImageNet as the backbone structure of the GFE and fixes its parameters in the public domain feature extrac-
tor, as shown in Fig. 1. The grafted  ResNet7 model can further extract wide-domain feature information from 
the shallow features. Unlike the classification task, the model only uses the structure before the fourth down-
sampling of the  ResNet7 model to extract features at 1/2, 1/4, and 1/8 scales of the original image size, respec-
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tively. The basic structure includes 3 × 3 Convolutional layers (Conv), Batch Normalization (BN) layers , ReLU 
activation functions, and down-sampling (Max-pooling) layers.

Similar to grafting trees, a suitable interface is necessary to ensure the provided features can be effectively 
used in the next stage. Therefore, we also incorporate a feature adaptor to further refine the features for opti-
mal compatibility with the network. After the prototype training stage, the grafted model is also utilized in the 
second stage to extract features using GFE. Since the grafted model has been trained on ImageNet, it possesses 
generalization abilities that are beneficial for domain adaptive stereo matching, not being specifically trained on 
large-scale stereo datasets. Furthermore, the feature adapter can effectively eliminate redundant information and 
enhance stereo-task information for matching cost construction in the subsequent training stage.

Domain adaptive cost optimization. The features obtained from GFE contain rich semantic informa-
tion, requiring further processing with a deeper network structure. Moreovers, the regression or classification 
by constructing the single scale cost may lead to redundant or insufficient feature information, the model may 
be overfitting on a certain domain, and the robustness of the algorithm may be affected. As explained in related 
 works46–48, multi-scale feature information can be utilized to obtain multiple receptive fields. Jeon et al.46 pro-
posed an efficient multi-scale sequential feature fusion network to fully regularize the cost volume.  MSCVNet47 
first generates multiple 3D cost volumes with different resolutions for cost aggregation. A multi-scale pyramid 
aggregation module is designed to effectively utilize the aggregation information of different  scales48. Therefore, 
Ct-Net employs multi-scale features obtained from the corresponding up-sampling stage of the feature adap-
tor as input to construct multi-scale cost volume. Specifically, the multi-scale matching cost volumes are con-
structed by group correlation  method33 proposed by Guo et al.The basic idea of the group correlation matching 
cost construction method is as follows: First, the features are grouped and the correlation mapping is calculated 
group by group. The feature channel is represented as Nc . All features are divided into Ng groups along the chan-
nel dimension. The calculation formula of group correlation can be expressed as follows,

where <,> represents the inner product operation, and the correlation of features is calculated for the feature 
group g and all disparity levels d.

Due to the influence of the ill-posed regions, the initial cost contains massive noise information. The noise 
information of multi-scale costs is further filtered out by 3D codec. The 3D codec mainly includes 3D convolution 
layers and 3D deconvolution layers. Figure 2 shows the main structure of the 3D codec. Additionally, we cascade 
the filtered multi-scale costs to increase the interaction of multi-scale information. Specifically, the high-scale cost 
merged with the up-sampled low-scale cost using the addition operation, which increases semantic information 
acquisition and reduces the loss of detailed information.

(1)Cgwc(d, x, y, g) =
1

Nc/Ng
< f

g
l (x, y), f

g
r (x − d, y) >

Figure 1.  Overview of the network architecture and training strategy. The network consists of three training 
stages. In the stage 1, we use PSMNet as the prototype, and the trained prototype as the initialized parameters in 
the next stage, and then the model parameters are updated step by step. In the stage 2, we introduce a General 
Feature Extractor (GFE) consists of part of the ResNet model pretrained on ImageNet and a Feature adapter 
to substitute the feature extractor in the prototype, and then train the improved network. In the stage 3, based 
on the trained model in the stage 2, we substitute the Stacked Hourglass Structure in the prototype with the 
Domain Adaptive Cost Optimization Module (DACOM), and use the optimal model in the stage 2 as the 
initialization parameter, then train the final improved model and get accurate disparity map.
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The cost reflects the matching similarity between candidate pixels. However, the cost distribution of pixels is 
often multimodal, as shown in the low-scale cost of Fig. 2. This can result in a high disparity error. To alleviate 
the above problem, after the fusion of three matching costs from low to high, we adjust the next cost distribution 
by predicting the disparity samples. First, we predict the disparity score for each spatial point, which is then used 
as input for constructing the last two matching costs. The formula of the disparity score prediction is as follows:

among them, d̂ represents the predicted disparity, d represents the candidate disparity, σ represents the softmax 
operation and cd represents the matching cost. The disparity search range of the next stage can be adjusted accord-
ing to the disparity score. The disparity search range of each point (i, j) in the next stage can be expressed as:

α is initialized to 1, which can be learned by the network.
Due to the different scales of the predicted disparity score map, the obtained disparity range maps are respec-

tively up-sampled by bilinear interpolation. After that, we obtain disparity samples of each point as the input of 
the next step by uniform sampling between dmin and dmax , the disparity samples can be expressed as:

among them, S represents the disparity samples size of point (i, j) and s ∈ (0, 1, 2, . . . , S − 1) . We fuse the dispar-
ity samples with the right feature map using a wrapping  operation49, and then construct the matching cost using 
the group correlation method. This cost is optimized using the 3D codec.

Finally, we use the last disparity sample prediction module to obtain the final disparity image.

Evaluation metrics. In order to quantitatively evaluate the performance of our algorithm, we evaluate the 
proposed algorithm using xPE, where xPE represents the percentage of pixels for which the predicted disparity 
is off by more than x pixels, and EPE refers to the average difference between the predicted disparity and the 
ground truth.

The evaluation metrics can be expressed as follows:

among them, N represents the total number of pixels, d̂ and d∗ represents the predicted disparity and ground 
truth of pixel, respectively.

Experimental results and discussions
In this study, the proposed algorithm is implemented using PyTorch framework, trained and tested on a single 
NVIDIA Tesla V100 GPU with batch size set to 2. The Adam optimizer was used, and the parameters were set to 
β1 =0.9 and β2 =0.999. Scene  Flow50 is used as the pre-training dataset, and  KITTI51,  Middlebury52, and  Apollo53 
are used to verify the performance of the algorithm.

Dataset description. In the experimental part, we use SceneFlow, KITTI, Middlebury and Apollo datasets 
to train and test the model.

Scene  Flow50: It is a large synthetic dataset with an image size of 960×540 px, including 35,454 training image 
pairs and 4370 test image pairs. It provides the ground truth of disparity and the maximum disparity is 192. 
network training takes about 50 hours for 10 epochs, and the learning rate is set to 0.001.

(2)
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Figure 2.  3D codec structure.
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KITTI51: Including KITTI2012 and KITTI2015, is a challenging and diverse road scene dataset with a size 
of 1236×376 px, and only a sparse disparity map is provided as the training standard. We fine-tuned the model 
on these two data sets. It takes about 48 hours to train the network for 300 epochs, and the learning rate is set to 
0.001 for the first 200 epochs and 0.0001 for the last 100 epochs.

Middlebury52: A small indoor dataset used to verify the generalization ability of the model for real scenes. 
The image is divided into three scales: F, H and Q. The data of scale Q is used for verification, and the maximum 
disparity is 256.

Apollo53: The Apollo dataset consists of 5165 image pairs and corresponding disparity maps, of which 3324 
image pairs are used for training, 832 image pairs are used for validation, and 1009 image pairs are used for 
testing. Ground truth has been obtained by accumulating 3D point clouds from lidar and separately acquiring 
a dataset of 3D car instances. This dataset contains different traffic situations with severe occlusion, which is 
challenging.

For each stage, the SceneFlow dataset is used as a pre-training dataset to train the model because it contains 
many images and scenes, while the Middlebury, KITTI, and Apollo datasets are relatively small and test the 
model’s performance after model fine-tuning.

Analysis of experimental results. We conduct ablation studies on the training strategy and algorithm 
modules on the above five datasets.

First, we use the Scene Flow dataset to verify the impact of the training strategy on the model. The results of 
the ablation experiments are shown in Table 1. Compared with the model trained directly in stage 2, the 3PE and 
EPE are decreased when the model is trained in the second stage and pre-trained in stage 1. At the same time, 
compared with the model trained directly in stage 3, the model trained in stage 3, which pretrain in stage 1 and 
stage 2, 3PE and EPE metrics decline by 0.20% and 0.17px, respectively. The above ablation experiments show 
that a staged training strategy is helpful in improving model performance. Figure 3 shows the convergence pro-
cess of different training strategies. Compared with the end-to-end model that was trained solely in stage 3, the 

Table 1.  Model ablation experiments with different training strategies. Model of stage i, Model of stage j 
means that the j-stage model has been trained by the i-stage model, and the optimal model of the i stage is used 
as the initialization parameter. Significant values are in [bold].

Training strategy

Scene flow

3PE(%) EPE(px)

Model of stage 1 2.87 1.09

Model of stage 2 2.80 0.97

Model of stage 2 (stage 1) 2.75 0.90

Model of stage 3 2.65 0.84

Model of stage 3 (stage 2) 2.53 0.71

Model of stage 3 (stage 1, stage 2) 2.45 0.67

Figure 3.  Convergence process of models with different training strategies. (stage x) means the pre-training 
model of stage x. It shows that the staged training strategy can decrease the matching error rate compared with 
end-to-end training strategy, and reasonable models can increase the upper limit of final’s results.
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model trained using the strategy of stage 3 (stage 1, stage 2) was better in terms of accuracy at different epochs. 
Furthermore, compared with the prototype in stage 1, the model in stage 2 showed a decrease in 3PE and EPE 
metrics, thereby verifying that the general feature extractor can improve the performance of stereo matching. 
These experiments show that different training strategies affect the performance of the final model. The ablation 
studies were conducted on different modules, and the results of the experiments are as follows.

We compare the prototype with the grafted ResNet model mentioned in this paper. It can be seen from Table 2 
that for the KITTI dataset, the 3PE and EPE metrics of the model with General Feature Extractor (GFE) drops 
from 4.6% and 0.89px to 3.9% and 0.83px, respectively. And for Middlebury datasets, the algorithm accuracy of 
GFE is also slightly improved. At the same time, since the parameters of the ResNet module in GFE have been 
pre-trained on the ImageNet dataset, and the parameters are fixed, there is no need to update the parameters 
during the model training stage, which relatively improves the efficiency of the model.

The qualitative analysis of the features acquired by different feature extractors was conducted. The feature 
visualization samples are shown in Fig. 4. It can be found that there are obvious differences between the two 
features obtained by the feature extractor of prototype and GFE. The latter contains more semantic and texture 
information, which is seen as the key information to deal with the high matching error rate of ill-posed regions. 
Both quantitative and qualitative results show that the GFE is beneficial for stereo matching tasks.

The ablation experimental results of domain adaptive cost optimization module are shown in Table 2, which 
shows that the domain adaptive cost optimization module (DACOM) can achieve better performance than the 
stacked hourglass structure of prototype. Specifically, on the KITTI dataset, compared with the stacked hour-
glass structure of prototype, the 3PE and EPE of the model with DACOM decrease from 5.3% and 0.94 to 3.5% 
and 0.82. Meanwhile, for Middlebury dataset, the 3PE and EPE metrics of DACOM decrease from 22.63% and 
5.85–22.01% and 5.35, respectively. The quantitative results show that the adaptive cost optimization strategy 
achieves better performance.

Additionally, we conducted ablation experiments on the multi-scale cost cascade strategy, and the experi-
mental results are shown in Table 3. From the results, it can see that as the multi-scale cost increases, 3PE and 
EPE metrics decrease simultaneously. Specifically, for Scene Flow, compared with only high scale cost used, 3PE 

Table 2.  Experimental results of different network settings on multiple datasets. The evaluation metrics are 
3PE (%) and EPE (px).

Experiment Method

KITTI Middlebury

3PE(%) EPE(px) 3PE(%) EPE(px)

Feature Feature extractor of prototype 4.6 0.89 22.93 5.94

Extraction General feature extractor 3.9 0.83 22.65 5.83

Cost Stacked hourglass structure of prototype 5.3 0.94 22.63 5.85

Optimization Domain adaptive cost optimization module 3.5 0.82 22.01 5.35

Disparity Not fused disparity samples 4.7 0.88 23.96 5.96

Sample Fused disparity samples 3.4 0.76 22.83 5.23

Loss Smooth L1 loss 4.6 0.89 23.86 5.85

Function Smooth L1 loss + MAELoss 4.3 0.88 22.83 5.33

Figure 4.  Comparison of feature visualization samples obtained by feature extractor of prototype and GFE. 
From left to right, left image, the feature acquired by feature extractor of prototype, and the features acquired by 
GFE.
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and EPE metrics of (high, medium, and low costs) were decreased by 6.8% and 0.05px. To further explore the 
role of multi-scale cost in stereo matching tasks, the contrast experiment is set up and the results are shown in 
Fig. 5. From the results, it can see that the cost distribution tends to be multimodal at a single-scale cost (The 
solid blue line in Fig. 5), which is not beneficial to obtain optimal disparity results by matching costs. When we 
visualize the multi-scale cost, the cost distribution tends to be the unimodal distribution (The solid yellow line 
in Fig. 5), and the optimal cost value tends to the disparity ground truth (The disparity value corresponding to 
the yellow dotted line in Fig. 5). It can be deduced from the quantitative and qualitative results that multi-scale 
costs can reduce false matching due to distribution. We hypothesize that since the input image contains ill-posed 
regions, inaccurate initial low-scale matching cost often leads to matching errors and irreversible results, and 
the supplementary multi-scale information optimizes above phenomenon.

Table 3.  Ablation experiments of the three multi-scale costs of the domain adaptive cost optimization module. 
We calculated 3PE and EPE on the Scene Flow and KITTI verification sets, respectively. Significant values are 
in [bold].

Experiment setting

Scene flow KITTI

3PE(%) EPE(px) 3PE(%) EPE(px)

Only high scale cost 2.63 0.72 4.60 0.83

High and medium scale costs 2.56 0.70 4.37 0.78

High, medium and low scale costs 2.45 0.67 4.25 0.77

Figure 5.  Cost distribution of multi-scale costs. As the cost scale increases, the cost distribution gradually tends 
to be unimodal distribution and the peak is near the ground truth.
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As discussed above, matching costs are closely related to the disparity results, so how to further optimize 
matching cost become the key step. We use the Disparity Sample Prediction module to adaptively adjust the 
candidate disparity range before creating the matching cost. The ablation experiment results are shown in Table 2. 
From the results, it is evident that fusing the disparity samples before cost construction leads to a decrease in both 
3PE and EPE metrics for Scene Flow and KITTI datasets. This suggests that adding disparity samples can improve 
the performance of stereo matching. Furthermore, as the disparity search range of each spatial point requires 
prediction before generating the disparity sample, and the generation of the disparity search range is based on the 
predicted disparity score, we visualize both the disparity score map and error map. The visualization results are 
presented in Fig. 6. As can be observed from the figure, regions with high disparity scores always exhibit higher 
errors, suggesting a close relationship between the disparity score and the regions that require optimization. The 
disparity map and error map optimized using the disparity score are superior to the initial disparity map and 
error map, highlighting the disparity adjustment capability of the domain adaptive cost optimization module.

Furthermore, we set up ablation experiments to verify the relationship between disparity samples size S and 
stereo matching performance. The results are shown in Table 4, when S gradually increases, the stereo matching 
performance will gradually increase. This is also in line with common sense that the more disparity samples, 
the higher of the disparity accuracy. Weighing the time consumed by the network and accuracy, we set S to 30 
in this paper. In summary, the Domain Adaptive Cost Optimization Module can optimize the cost distribution 
and further optimize the performance of stereo matching.

Finally, we conducted an ablation experiment on the loss function, and the results are shown in Table 2. Mix-
ing the MAE loss function has better results than using only the Smooth L1 loss function.

Based on the above discussions, we can conclude that the proposed modules and training strategy are effective 
in improving the performance of stereo matching.

Cross-domain generalization performance. One of the primary challenges in cross-domain stereo 
matching is the domain shift problem. This issue arises when a model trained on one domain (or dataset) per-
forms poorly when applied to a different domain due to variations in image characteristics, such as lighting 
conditions, camera parameters, and scene compositions.

In this section, to verify the cross-domain generalization performance of the algorithm, we selected the Mid-
dlebury, KITTI, and Apollo datasets as the test set and the Scene Flow dataset as the training set.

Experiments on the KITTI 2012 and KITTI 2015 dataset. The comparison results are presented in Tables 5, 6, 
7, and 8. The final submission results on the KITTI benchmark are shown in Tables 5 and 6, and the evaluation 
metrics are xPE percentage for all regions and non-occluded (Noc) regions. In the KITTI 2012 benchmark, the 

Figure 6.  Comparison of initial disparity, initial error, disparity score, optimized disparity, and optimized error. 
The binocular image from https:// vision. middl ebury. edu/ stereo/. The error map tends to be warmer color to 
indicate a higher error rate. False disparity is always present on the ground or at the edge of objects, and the 
corresponding disparity score is relatively high in these areas. After adjusting for the disparity score, warm 
colors are significantly reduced in error map and the disparity edges becomes smoother.

Table 4.  Ablation experiments of the disparity samples size S and stereo matching performance. S” represents 
the size of the disparity sample generated by the disparity sample prediction module. Significant values are in 
[bold].

Setting of S

Scene flow KITTI

3PE(%) EPE(px) 3PE(%) EPE(px)

S=10 2.50 0.72 4.33 0.81

S=20 2.47 0.70 4.27 0.78

S=30 2.46 0.68 4.25 0.77

https://vision.middlebury.edu/stereo/
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Table 5.  Comparing experimental results of our method with other methods on the KITTI 2012 benchmark. 
Significant values are in [bold and italic].

Method 2PE − all 3PE − all 4PE − all 5PE − all EPE

SGM 10.16 7.00 5.41 4.41 1.3

PVStereo 5.25 2.47 1.70 1.33 0.8

PSMNet 3.01 1.89 1.42 1.15 0.6

PDSNet 4.65 2.53 1.85 1.51 1.0

SegStereo 3.19 2.03 1.52 1.21 0.6

HSM 3.32 1.99 1.46 1.16 0.6

AANet+ 2.96 2.04 1.58 1.30 0.5

CFNet 2.43 1.58 1.18 0.94 0.5

LEAStereo 2.39 1.45 1.08 0.88 0.5

Ours(Ct-Net) 2.91 1.97 1.54 1.29 0.6

Table 6.  Comparing experimental results of our method with other methods on the KITTI 2015 benchmark. 
“Noc” means non-occluded area; “fg” represents the foreground area; “bg” represents the background area; 
“all” represents the all area. Significant values are in [bold].

Method

All regions(%) Nocregions (%)

3PE − bg 3PE − fg 3PE − all 3PE − bg 3PE − fg 3PE − all

SGM 5.06 13.00 6.38 4.43 11.68 5.62

PVStereo 2.29 6.50 2.99 2.09 5.73 2.69

PSMNet 1.86 4.62 2.32 1.71 4.31 2.14

PDSNet 2.29 4.05 2.58 2.09 3.68 2.36

SegStereo 1.88 4.07 2.25 1.76 3.70 2.08

HSM 1.95 3.93 2.28 1.76 3.55 2.06

AANet+ 1.65 3.96 2.03 1.49 3.66 1.85

CFNet 1.54 3.56 1.88 1.43 3.25 1.73

LEAStereo 1.40 2.91 1.65 1.29 2.65 1.51

Ours (Ct-Net) 1.85 3.73 2.16 1.69 3.40 1.97

Table 7.  Comparing experimental results with other methods on the Middlebury dataset. The evaluation 
metrics is 2PE (%). Significant values are in [bold]. 

Method AustraliaP Bicycle2 Crusade CrusadeP DjembeL Livingroom Staircase

FADNet 9.48 13.9 43.4 45.0 57.8 24.8 68.1

PSMNet 62.3 53.4 60.4 54.1 52.6 54.5 34.1

AANet 11.3 12.9 33.4 30.9 28.8 25.3 69.8

iResNet 9.19 15.8 27.7 16.8 54.7 19.5 51.6

CFNet 7.81 7.12 12.3 11.5 3.02 10.7 9.01

LEAStereo 4.52 4.62 5.86 6.03 3.30 11.3 9.90

Ours (Ct-Net) 11.3 11.7 27.1 20.4 27.9 16.5 24.4

Table 8.  Experimental results of our method compared with the prototype on the Apollo dataset. Significant 
values are in [bold]. 

Method 3PE − bg 3PE − fg 3PE − all EPE

PSMNet 5.25 5.98 3.31 0.89

Ours (Ct-Net) 3.31 3.81 2.89 0.74
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proposed algorithm showed a significant improvement in xPE percentage compared to the traditional algo-
rithm  SGM27. Additionally, when compared to the high-precision deep learning algorithm AANet+54, which 
efficiently performs cost aggregation using sparse point-based feature representation, the proposed algorithm 
demonstrated lower xPE in all regions. Compared to other deep learning-based stereo matching algorithms, 
such as  PVStereo55,  PDSNet34,  SegStereo9, and  HSM56, the proposed algorithm achieved the lowest xPE percent-
age. However, when compared to the state-of-the-art methods CFNet and  LEAStereo43, the proposed algorithm 
still performed relatively poorly.

In addition, as shown in the black box in Fig. 7, we can achieve better disparity prediction on image detail 
and overall target structure, and produce a smoother disparity image compared to  SGM27. Compared with 
 PSMNet32, although the disparity effect generated by SGM is better than that of the traditional algorithm, the 
algorithm can not produce correct disparity results in areas such as car Windows, and the algorithm proposed in 
this paper achieves better results on car Windows.  SegStereo9 introduces image edge information to improve the 
disparity edge effect. Compared with SegStereo, the proposed algorithm achieves better results in fence railings 
and vehicle chassis.  CFNet14 uses multi-scale cost optimization to obtain better disparity results. Compared with 
CFNet, the proposed algorithm achieves a comparable effect in disparity detail region. In addition, compared 
with  LEAStereo43, which performs well in recent years, the disparity results produced by this algorithm also 
perform well on the road. Benchmark test results by KITTI 2012 show that the performance of this algorithm is 
comparable to that of existing advanced algorithms.

In the KITTI 2015 benchmark, when compared to the prototype  PSMNet32, CtNet showed a significant 
improvement with a decrease of 19.3 and 21.1 % in 3PE − fg for all regions and non-occluded regions, respec-
tively. Furthermore, the proposed algorithm achieved a lower xPE percentage compared to others. Compared 
with the high-precision deep learning algorithm AANet+54, the proposed algorithm is improved in 3PE − fg 
metric on all regions and non-occlusion regions. In addition, compared with other deep learning based stereo 
matching algorithms, such as  PVStereo55,  PDSNet34,  SegStereo9 and  HSM56, the proposed algorithm obtains 
the lowest xPE percentage. The qualitative results of the KITTI 2015 benchmark are shown in Figure 7. Our 
algorithm achieves more detailed and accurate predictions compared to SGM. Compared with the  PDSNet34, 
 SegStereo9,  HSM56, the proposed algorithm achieves better results on fence railings and highway street signs. 
Similarly, compared to state-of-the-art algorithms CFNet and LEAStereo, the proposed algorithm still has room 
for improvement. However, qualitative and quantitative results on the KITTI 2015 benchmark demonstrate that 
our algorithm is well-suited for stereo matching tasks in road scenes.

Experiments on the middlebury dataset. The test results on Middlebury benchmark are shown in Table  7. 
Compared with the method based on deep learning, such as  FADNet57,  PSMNet32, and  AANet54, the proposed 
method has a lower error rate on all samples. Compared with the high-precision deep learning algorithm 
 iResNet58, the proposed algorithm performs better on the samples Bicycle2, Crusade, DjembeL, Livingroom, 
and Staircase. Compared with other samples, the difference in error rate is slight. Furthermore, the qualitative 
results are shown in Fig. 8, where we compare different methods on six samples from Middlebury. Compared 

Figure 7.  Qualitative results of KITTI benchmark. In this article, we compared our method with disparity maps 
of other algorithms. The left two columns are KITTI2012 samples, and the right two columns are KITTI2015 
samples. The black box in the image is the area with obvious difference.
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with the traditional method  Census24, the proposed algorithm attains better disparity edge stereo matching 
performance and improves the detection performance of ill-posed regions such as thin structures and texture-
less regions. Compared with the method  PSMNet32 based on deep learning, the proposed algorithm has a better 
stereo matching performance on details.

Experiments on the apollo dataset. Finally, we compared the proposed algorithm with  PSMNet32 on the Apollo 
dataset. As shown in Table 8, our algorithm outperforms  PSMNet32 in all metrics. The qualitative results are 
shown in Fig. 9. Compared with  PSMNet32, the algorithm in this paper has better stereo matching performance 
in detail areas such as bicycles and pedestrians.

The qualitative and quantitative analysis results show that the proposed algorithm achieves promising results 
on multiple datasets.

Figure 8.  Qualitative results of the Middlebury dataset. The binocular image from https:// vision. middl ebury. 
edu/ stereo/. From top to bottom, the left image, the ground truth GT, the disparity maps of Census, the disparity 
maps of FADNet, the disparity maps of iResNet, the disparity maps of Ct-Net (Ours).

Figure 9.  Qualitative results of Apollo test dataset. The binocular image from https:// apoll oscape. auto/ stereo. 
html. The first row is the left images, the second row is the PSMNet disparity maps, and the third row is the 
predicted disparity maps by our network. The black box in the image is the area with obvious difference.

https://vision.middlebury.edu/stereo/
https://vision.middlebury.edu/stereo/
https://apolloscape.auto/stereo.html
https://apolloscape.auto/stereo.html
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Experiments for real-world scenes. This section verifies the performance of the algorithm proposed 
in the article in multiple real-world scenes. The experimental platform used in this article is shown in Fig. 10, 
consisting of a binocular vision system and a mobile base, with image size collected at 1280×1024 px.

The hardware configuration of the car is as follows, it includes a pair of CMOS cameras to form the binocular 
camera system, which is used to obtain images from the left and right sides, and the camera takes 10 frames per 
second. In addition, the car uses an embedded processor, the operating system is Ubuntu 18.04, the processor is 
NVIDIA Jetson Nano. For the runtime environment, the algorithm is invoked by OpenCV for C++ to perform 
binocular stereo matching. In addition, the car is independently powered by a lithium battery. Among them, the 
distance measurement algorithm includes stereo matching algorithm, distance measurement and map modeling. 
Capture images and generate disparity maps in multiple indoor and outdoor scenes using this device. Since 
indoor disparity is usually higher than outdoor disparity, we take the maximum indoor disparity as 256 and the 
maximum outdoor disparity as 192. The results of outdoor experiments are presented in Fig. 11, while the results 
of indoor experiments are shown in Fig. 12.

It is worth noting that our cross-domain stereo matching model predicts disparity directly in the real scene 
without retraining, so this can test the cross-domain capability of our model. The experimental results of gen-
erating disparity maps in various real-world indoor and outdoor scenes demonstrate that the stereo matching 

Figure 10.  Experimental platform of binocular vision robot.

Figure 11.  Results in outdoor real-world scenes.
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algorithm proposed in this article exhibits valuable cross-domain generalization ability, and can satisfy the 
requirements of completing various tasks in robot vision.

Conclusion
Computer vision plays a crucial role in enabling robots to acquire depth information of objects and accomplish 
tasks by simulating the human visual system. This paper proposed a stereo matching network based on transfer 
learning for domain adaptive stereo matching tasks in robotics. The model is specifically designed to cater to 
requirements of robots in multiple scenes, and a comprehensive training strategy is formulated to train the net-
work effectively. Furthermore, a general feature extractor is introduced to obtain general feature information, and 
an adapter is designed to adapt general features to a cost-optimized model of the network. To reduce the domain 
shift problem, an adaptive disparity optimization module is proposed in this paper to update disparity in stages. 
Compared with the prototype PSMNet, on KITTI 2015 benchmark, the 3PE − fg of Ct-Net in all regions and 
non-occluded regions decreased by 19.3% and 21.1% respectively, and on the Middlebury dataset, the proposed 
algorithm improves the sample error rate at least 28.4%, which is the Staircase sample. Experiments on multiple 
datasets show that the proposed algorithm and training strategy can improve the cross-domain performance 
of stereo matching.

Our future research will focus on improving the generalization ability of the algorithm and conducting 
experiments in various domains. Specifically, we plan to integrate the attention mechanism of the Transformer 
to enhance the matching accuracy and explore the potential of the segmentation task to optimize the matching 
result of ill-posed regions. Ultimately, we aim to apply the proposed algorithm to an even wider range of real-
world scenes.

Data availability
Data is contained within the article. The data presented in this study are available in this article.
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