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Middle‑shallow feature 
aggregation in multimodality 
for face anti‑spoofing
Chunyan Li *, Zhiyong Li , Jianhong Sun  & Rui Li 

At present, most advanced algorithms for face anti‑spoofing use stacked convolutions and residual 
structure to obtain complex characteristics of deep networks, and then distinguish liveness and 
deception. These methods ignore the shallow features that contain more detailed information. As a 
result, the model lacks sufficient fine‑grained information, which affects the accuracy and robustness 
of the algorithm. In this paper, we use the simple features of the shallow network to increase the 
fine‑grained information of the model, so as to improve the performance of the algorithm. First of all, 
the shallow features are spliced to the middle layer by "shortcut" structure to reserve more details 
for the middle layer features and improve their detail representation ability. Secondly, the network is 
initialized with the best pre‑trained model parameters under unbalanced samples, and then trained 
on the balanced samples to improve the classification ability of the model. Finally, RS Block based on 
depthwise separable convolution is used to replace res module, and model parameters and floating 
point operations are reduced from 18G and 61 M to 1.9 M and 347 M. The algorithm is simulated on 
CASIA‑SURF dataset, and the results show that the average classification error rate (ACER) is only 
0.0008, TPR@FPR = 10E−4 reaches 0.9990, which is better than the previous face anti deception 
methods.

Face recognition is widely used in face payment, device unlocking, access control and other applications, but it 
has security vulnerabilities. It is impossible to distinguish whether the face image on the imaging device is a real 
living person or a deception attack (such as printed photographs, video replays, 3D masks and others). Therefore, 
in order to prevent forged data from passing authentication, it is very important to design a face anti deception 
algorithm with high detection accuracy, high robustness and strong generalization ability 1.

At present, face anti deception is a very advanced research and application in the face field, and has gradu-
ally developed into a relatively independent research field. Anti deception algorithm is generally considered 
as a dichotomous problem. In the early stage, researchers used manually designed features (such as LBP, hog, 
surf) to identify real and deceptive faces 2. Yang et al.3 uses Convolutional Neural Networks (CNN) to extract 
features automatically for the first time, and this algorithm has obtained good results in the test. Since then, 
most anti spoofing algorithms use CNN, which is learned in a data-driven manner, to distinguish between live 
and spoofing attacks.

Neurons in high layers strongly respond to entire objects while other neurons are more likely to be activated 
by local textures, patterns, etc. 4. Therefore, various methods based on CNN extract high-level features with rich 
semantic information by building a multi-layer network, so as to identify whether the target is a living body 5. 
However, if all samples are classified according to complex features, the efficiency of the network will be greatly 
reduced. For example, in two category classification experiment to distinguish pure water from beverages, we 
can first look at the simple feature of liquid color. If there is color, it is a beverage. If there is no color, we can 
further judge whether it has taste. Since the simple feature of color can distinguish most samples, why should 
we take time to continue to test the taste of the liquid. Therefore, the shallow features of the network contribute 
to the classification.

However, after dozens or even hundreds of convolution operations, the shallow features are gradually lost, and 
there are few simple features left in the deep layer of the network. Zhao et al. 6,7 introduced the characteristics of 
shallow and deep features, and adopted different methods to build a feature pyramid structure. Liu et al. 4 con-
sidered the importance of shallow features in instance segmentation and pixel level classification, and proposed 
a bottom-up path enhancement method.
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In this paper, we use the "shortcut" structure to design the model, and do a lot of experiments on the CASIA-
SURF dataset. The results show that the effect of this model has reached the highest level, in which ACER = 0.0008, 
TPR@FPR = 10E−4 = 0.9990. The contributions of this paper are summarized as follows:

• The shallow features of the network are directly transmitted to the middle layer through the "shortcut" struc-
ture. The aggregated middle layer features effectively retain the resolution of shallow features and improve 
the detail representation ability of single mode features.

• The model is initialized with the best pre-trained model parameters under unbalanced samples, and then 
trained on the balanced samples to improve the classification performance of the model.

• RS Block based on depthwise separable convolution(DSC) is used to replace res module, which greatly 
reduces network parameters and computation. The parameters and FLOPs of this model are only 0.03 times 
that  of8.

Related work
From the perspective of the development history, the face anti deception algorithm mainly goes through two 
stages: manual feature stage and CNN based stage. The algorithm based on manual features 9–13 is sensitive to 
lighting, photographic equipment and other conditions. In 2015, Wen proposed a live face detection algorithm 
based on image distortion features, taking advantage of the different distortion features of real and fake face 
images. However, this method has achieved little with the emergence of high-resolution cameras and printing 
equipment.

The methods based on CNN can learn more general features, which is more advantageous than manually 
designed features, and is conducive to the improvement of algorithm robustness and generalization ability. 1,5,14,15 
used the DSC to build neural network and distinguished the deception attack from the real face by the extracted 
features. Yu et al. 16 extracted more detailed information using the central difference convolution, which improved 
the performance of the model. 1,17 integrated multimodal information in the middle layer of the network, and 
obtained the deep network information for classification through subsequent module processing. 8 simultane-
ously used two feature fusion methods : mid-level and high-level feature fusion. The model not only aggregated 
multimodal features at the same level, but also fused multimodal features at the middle level, and finally fused 
these two features at the deep level of the network.

The datasets used for anti spoofing algorithms include CASIA-FASD, MSU-MFSD, Siw and CASIA-SURF. 
The CASIA-FASD, MSU-MFSD, and Siw datasets contain only single mode images (RGB), while CASIA-SURF 
contains three modes (RGB, IR, and Depth). Although RGB images can describe the contour, color and other 
information of objects, with the emergence of various new deception attacks and high-resolution printers, a 
single mode image is not enough to provide a high level of security. In fact, each mode of image has unique 
characteristics and advantages. For example, infrared cameras are not sensitive to electronic displays, so IR is 
effective against playback attacks. The depth image can describe the spatial geometric information of the object, 
which can effectively resist the printing attack. Therefore, multimodal images can improve the performance of 
the anti deception algorithm. The CASIA-SURF dataset 18,19 has broken through the limitation of living detec-
tion tasks in terms of quantity and image type. It has three modes (RGB, IR and Depth), including 21,000 videos 
of 1000 subjects. Each subject contains one real video and six fake videos, and each fake video corresponds to 
different types of print attacks.

A most related work to ours is 8, which introduces a multi-modal face anti deception method -MLFA. MLFA 
uses ResNet 34 and ResNet-50 as the backbone of the network, and uses both mid-level and high-level feature 
fusion. It uses three branches composed of res modules to extract middle-level features of different modes respec-
tively, and uses agg module to integrate multimodal features of the same level. These features are fused together at 
the high level of the network to form multi-level fine features of the model. The structure of MLFA is very com-
plex, including 4 res and 3 agg modules. Therefore, MLFA not only has complex algorithms, but also has a large 
amount of computation. The parameter of MLFA is as high as 61 M, and the computational complexity is 18G.

Differently from the baseline method, we first remove the agg module, which greatly simplifies the complexity 
and computation of the model. Secondly, we use the "shortcut" structure to send shallow features to the middle 
layer of the network and aggregate them, so that the single-modal features in the middle layer can retain more 
detailed information. This improves the detailed representation ability of features. Thirdly, we initialize the net-
work using the optimal pre-trained model parameters under imbalanced samples, and then train the model on 
balanced samples. The experimental results show that the performance of this method is superior to that of the 
random initialization method. Finally, we use RS Block based on DSC and inverse residual structure to replace 
the res module. Compared with the res module based on ordinary convolution, RS Block can significantly reduce 
network parameters and computation. By using the "shortcut" structure, we effectively utilize the shallow features 
of the model and improve the detailed representation ability of the middle features; In addition, the removal of 
the agg module and the use of depthwise separable convolution greatly reduce model parameters and compu-
tational complexity. Our Params and FLOPs are only 0.03 times that of 8, while the average classification error 
rate ACER of this model is only 0.0008, TPR@FPR = 10E-4 reaches 0.9990, which is superior to the method in 8.

Methods
Shortcut. When the neural network propagates forward, each convolution layer can only extract a small part 
of the image information. With the deepening of the model, the network can obtain more complex feature pat-
terns, but also lose a lot of original image information. The addition of identity mapping in the residual module 
ensures that the network of layer L + 1 must contain more image information than that of layer L. The structure 
of the residual module is shown in Fig. 1, and the formula is:
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The residual module  (xL+1) consists of the identity mapping  (xL) and the residual mapping H  (xL,  wL). H  (xL, 
 wL) is generally composed of two or three convolutions.

20 points out that it is not that the more complex the feature is, the more effective it is. On the contrary, it is 
the most effective when the feature complexity is half of the network depth. The middle layer features of neural 
network have very rich information, including simple feature components and complex feature components 
that can only be learned through complex transformation. The simple feature components are obtained through 
simple transformation at the shallow layer of the network, which contain more location and detail information. 
The complex feature components are obtained in the deep layer after multiple transformations. If the complexity 
of feature component is quantified by the minimum number of nonlinear transformations required for learning 
the feature component, the middle level feature can be expressed as:

where  fm (x) is the middle layer feature,  fk (x) represents the feature components with different complexity, △ f 
is the feature component of higher order complexity.

In addition, the shallow features of neural network contain a lot of details such as edges, shape, location, etc. 
It has a high response to edges and instances, but it has low semantics and much noise. If the shallow features are 
directly transmitted to the deep layer of the network, the noise it contains will affect the classification effect of 
the model. In order to effectively utilize the shallow features, we use the "shortcut" structure to transfer it to the 
middle layer of the network. After concatenating with the middle layer features, they are squeezed and excited 
to obtain the weighted fusion features, as shown in Fig. 2. Finally, these features are fed into the deep layer of the 
network (RS Block4) for further processing. After multiple convolutions, the noise in the fused features gradually 
subsides, and the network finally outputs the deeper features with higher fine-grained information.

The shortcut structure is a double-layer residual structure, or a nested residual. The first layer residual is 
in the RS block, and each RS block is composed of n inverse residuals. These RS blocks in turn form the basic 
framework of the network. The second layer residual is created based on the first layer residual, which means it 
is built on the shallow layer (RS Block1) and the middle layer (RS Block3) of the network. It is worth noting that 
in the second layer of residual, identity mapping  (XL) is replaced by maximum pooling and depthwise separable 
convolution (DSC), rather than directly using shallow features. This is because the output features of RS Block1 
and RS Block3 are different in size and dimension, so they cannot be directly concatenated. In order to retain 
the shallow information as much as possible and ensure that the size and dimension of the shallow and middle 
features are consistent, this paper uses the combination of maximum pooling and DSC. After these two opera-
tions, the size of the shallow feature changes to the original 1/4, and the feature dimension is consistent with 
the middle feature. When using pooling with step size of 4 and 1 * 1 convolution, the size and dimension of the 
output feature can also be consistent with the middle-level feature, but this method loses more information.

(1)xL+1 = xL +H(xL, wL)

(2)fm( x ) = f
1
( x ) + f

2
( x ) + f

3
( x ) + . . .+ f

K
( x ) +�f

Figure 1.  The structure of the residual module.

Figure 2.  Modified shortcut.
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The execution process of residual module is "compression—depthwise convolution—expansion", while the 
process of inverse residual is "expansion—depthwise convolution—compression". Expansion means to increase 
the dimension of features, while compression means to reduce the dimension of features. Both of them can 
be realized by 1 * 1 convolution. Depthwise convolution is used to extract features, but it does not change the 
number of feature channels. Therefore, if channel compression is performed on the input features first and then 
depthwise convolution is performed, the information loss of low-dimensional features will be serious after ReLU 
activation; On the contrary, if channel expansion is performed on the input features first and then the deepwise 
convolution is performed, the probability of the high-dimensional features distributed on the ReLU activation 
band is higher, which means that the information loss of high-dimensional features after ReLU activation is 
less. In view of this, MobileNetV2 replaces the residual module with inverse residual. In this paper, the inverse 
residual is used in the first level residual.

The shortcut structure combines the accurate positioning information in shallow layer with the information 
in the middle layer, realizes the aggregation of semantic information from the low layer to the middle layer, and 
increases the fine grained information of single mode features. In addition, the shortcut structure can transmit 
more shallow information to the deep layer of the network, solving the problem of gradient divergence and 
feature reuse in the deep network.

Model structure. The multimodal middle shallow feature aggregation (MSFA) model is shown in Fig. 3, 
which is built by several RS Blocks. RS Block is the backbone of the model and is responsible for extracting the 
feature of each layer. On the diagram: GAP—global average pooling; ⊕—concatenation.

The model has three branches with the same structure, which process data of three modes (RGB, Depth and 
IR) respectively. Each branch consists of 1 ordinary convolution and 3 RS Block modules. The shallow features 
of RS Block1 in the branch are spliced with the middle features of RS Block3 in the way of "shortcut". After 
squeezing and excitation, the fusion features of each mode are aggregated and fed into RS Block4. Finally, they 
are sent to the classifier for classification after global average pooling.

The first layer of the model uses ordinary two-dimensional convolution (Conv2d) , which can retain more fea-
tures, while the remaining layers are constructed from RS blocks, as shown in Table 1. In the table, exp-expansion 
factor, n-the number of inverse residual modules, c-the number of channels. All point by point convolutions use 
1 × 1 kernels, and the rest convolutions use 3 × 3 kernels.

The RS block of the model sets different exp, n and c. Moreover, we use GAP to compress the feature maps 
to 1 × 1 × 512, which not only reduces the amount of calculation but also avoids the risk of overfitting caused by 
using full connections.

Figure 3.  The proposed architecture.

Table 1.  Network architecture.

Input Operator Exp N C

1122 × 3 Conv2d – – 16

562 × 16 RS Block 1 3 48

282 × 48 RS Block 6 2 64

142 × 64 RS Block 4 3 128

72 × 128 cat – – 384

72 × 384 RS Block 1 2 512

32 × 512 GAP – – 512
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RS block. RS Block is the cornerstone of our network and is responsible for extracting features. It is com-
posed of an indirect mapping residual(IR1), (n-1) direct mapping residual (IR2) and a lightweight spatial atten-
tion mechanism, as shown in Fig. 4. In IR1, the identity mapping is no longer  xL, but downsampling, and the 
residual mapping is an inverse residual, where the step size of depthwise convolution is 2. Because the adjacent 
receptive fields are not repeated, the output size of the deepwise convolution is reduced to half of the original 
size, achieving a similar effect of "pooling". The downsampling module consists of average pooling (the step and 
kernel size are both 2), batch normalization and 1*1 convolution. 21 has proved that average pooling (AP) can 
embed multi-scale information and aggregate features of different receptive fields, which is beneficial for model 
performance. 1*1 convolution can add nonlinear excitation to the upper features and improve the expression 
ability of the network. IR2 uses the inverse residual block proposed in 22, that is, identity mapping + inverse 
residual. In the residual mapping, the step size of convolution is set to 1, so that there is a repeating area between 
the receptive field of adjacent steps. This enables feature extraction with higher accuracy.

RS blocks in different layers contain different inverse residuals and expansion rates. The expansion rate 
determines the "expansion" dimension in each inverse residual module. When performing deepwise convolution, 
the larger the expansion rate, the higher the dimension of the features. Generally, as the depth of the network 
deepens, the dimension of the feature gradually increases, while their size gradually decreases. The shallow fea-
tures have low dimension and large size; The deep features have high dimensions and small size. Therefore, the 
expansion rate of shallow layer (RS Block1) and deep layer (RS Block4) of the model is set to 1. The middle-level 
feature contains very rich information. If it is expanded to high dimensions and then deepwise convolution is 
performed, more feature information will be obtained. Therefore, the expansion rate of the middle layer (RS 
Block2, RS Block3) is higher than that of the shallow and high layers. In addition, due to the easy optimization 
of the residual module, the RS Block adopts an inverted residual structure. After stacking the inverse residuals, 
a deeper network can be realized, which can gradually extract high-level features and increase the receptive field 
of the model. Through multiple comparative experiments, this article sets the number of inverse residuals and 
expansion rate among the four RS blocks as follows: (3, 1), (2, 6), (3, 4), and (2, 1).

Lightweight spatial attention mechanism. The lightweight spatial attention mechanism SE is used 
in both the model and RS Blocks, and its composition is shown in Fig. 5. Spatial attention mechanism is an 
adaptive spatial region selection mechanism, which can capture global information. The larger the eigenvalue 
in the feature map, the greater the variance of the matrix on the corresponding eigenvector, and the greater its 
power and information. This means that some specific features may be detected; The smaller the eigenvalues, the 
smaller the amount of information in these directions. Therefore, we extract the average and maximum values of 
the input features respectively on the channel dimension, and obtain two compressed channel features with the 
size of H x W × 1; After concatenation, dimension reduction, and activation, the feature weights for each position 
are obtained; Finally, they are multiplied by the input features to enhance the regions of interest and suppress 
useless information.

Pre‑trained model parameters. The samples in the CASIA-SURF dataset are extremely unbalanced: 
negative samples are six times larger than positive samples. If the model is trained with imbalanced samples, the 
fitness of negative samples is high, and the Attack Represents Classification Error Rate (APCER) is low. However, 
the Normal Represents Classification Error Rate (NPCER) is not ideal, which is caused by the low fitting degree 

Figure 4.  Composition of RS Block.
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of the positive samples. Therefore, for imbalanced samples with a large number of negative samples, the model 
parameters are more conducive to the classification of negative samples. Unbalanced training data may have 
a serious negative impact on the overall performance of CNN, while balanced training data will produce the 
best classification results 17. Given the above analysis, we first pre train the model using an imbalanced dataset 
and obtain the optimal training model parameters. Then we double the positive samples in CASIA-SURF and 
perform multiple data augmentation operations to obtain a balanced dataset. Finally, we initialize the network 
with the best pre trained model parameters under imbalanced samples, and then train the model on balanced 
samples. The results show that the effectiveness of this method is better than directly using random initialization.

Experiment
Evaluation metrics. For the performance evaluation, the commonly used metrics are: Average Classifica-
tion Error Rate (ACER), Attack Represents Classification Error Rate (APCER), Normal Represents Classifica-
tion Error Rate (NPCER), TPR@FPR = 10E−2, 10E−3, 10E−4. ACER is treated as the evaluation metric, in which 
APCER and NPCER are used to measure the error rate of fake or real samples respectively 15.

Implementation details. The MSFA model we proposed is implemented by Pytorch and trained on two 
NVIDIA Tesla T4s. The model uses Adam optimizer and cosine learning strategy for training. The learning rate 
starts from 0.0002, and the batch size is 32. He Kaiming initialization method is used to initialize the model 
weight during pre-trained model. We perform random rotation, scaling, clipping and other preprocessing on 
the image during training.

The training set consists of three types of attack images (e_b, en_s, enm_b) and real faces. The verification set 
consists of images of other attack types (en_b, enm_s) and real faces. To test the generalization capability of the 
model, we set up five groups of test sets to verify the model. They are test1 (en_s, enm_s), test2 (enm_s, enm_b), 
test3 (e_s, en_b, enm_s), test4 (e_b, en_s, enm_s), and test5 (e_s, e_b, en_s, en_b, enm_s, enm_b).

Result analysis. Advantages of the shortcut. In this paper, the shallow features are sent to the middle layer 
of the network by "shortcut", increasing the simple feature components of the middle layer features. In order to 
verify the effectiveness of this method, we train the baseline method (MLFA) and the proposed model(MSFA) 
on the same train set and validation set respectively, and test them on the same test set. Its values of ACER and 
TPR@FPR is shown in Table 2. It can be seen from the table that the ACER of MSFA is lower than that of MLFA, 
the values of TPR@FPR = 10e-4 (except the values of the third and fourth groups) are higher than the MLFA, and 
the overall performance of MSFA is better than the MLFA. MSFA uses the "shortcut" structure to transmit shal-
low information to the middle layer of the network, which adds more detailed information to the middle layer 
of the network. After further processing, the model obtains advanced features that contain more fine-grained 
information. Therefore, the accuracy and robustness of the MSFA algorithm are higher.

Figure 5.  Lightweight spatial attention mechanism.

Table 2.  Performance comparison of two models.

Test MLFA MSFA

ACER TPR@FPR
 = 10e−4 ACER TPR@FPR

 = 10e−4

test1 0.00567 0.954 0.00198 0.989

test2 0.00578 0.954 0.00208 0.946

test3 0.01270 0.882 0.00476 0.873

test4 0.01262 0.905 0.00278 0.961

test5 0.01282 0.902 0.00389 0.912
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Moreover, we conduct another experiment to verify the effectiveness of the "shortcut". We delete the "short-
cut" structure in MSFA and keep the remaining structure of the model unchanged, and train and test it. Table 3 
shows the ACER and TPR@FPR Value.

The experimental results show that the ACER values of the model wihtout shortcut are higher, and the TPR@
FPR = 10e−4 values are not ideal on some test sets. In the middle layer of the network, model without "shortcut" 
only contains middle layer features, which include both simple and complex feature components. As the sub-
sequent processing progresses, the simple feature components in the middle level features gradually transform 
into complex feature components after multiple transformations, which means that the simple feature compo-
nents gradually disappear. Therefore, the high-level features extracted by the model lack sufficient fine-grained 
information, which reduces the classification ability of the model.

Compare with other network performance. As shown in Table 4, experiments are executed to compare with 
other network’s performance. All experimental results are based on CASIA-SURF images, and then the perfor-
mance is verified on the CASIA SURF validation set. Both MSFA and MLFA use three branches to fuse multi-
modal data (IR, RGB, Depth). Compared with these models, our proposed model achieves better performance 
on the validation set. This indicates that the four improvement measures we have taken for the model are effec-
tive. That is: ① Delete the AGG module; ② Use the "shortcut" structure; ③ Initialize the network using the 
optimal pre trained model parameters under imbalanced samples; ④ Use RS Blocks instead of the res modules.

Ablation experiments. Pre-trained To improve the performance of the model, we train the model on a dataset 
with imbalanced samples, then initialize the network with the optimal pre trained model parameters, and finally 
train the model on balanced samples. In order to verify the effectiveness of the proposed method, we keep the 
model structure and other hyperparameter unchanged, use He Kaiming initialization method to initialize the 
network, and then train the model on balanced samples. The comparison of training results between the two 
methods is shown in Fig. 6. From the figure, it can be seen that the proposed method can greatly improve model 
performance and achieve nearly perfect ACER: 0.00078971 and TPR@FPR = 10–4: 0.9990. This is because the 
samples in the CASIA-SURF dataset are extremely imbalanced: negative samples are six times larger than posi-
tive samples. When using imbalanced samples to train the model, the fitting of negative samples is high, and 
the Attack Represents Classification Error Rate (APCER) is low. Therefore, the model parameters of imbalanced 
samples are more conducive to the classification of negative samples. Unbalanced training data may have a seri-
ous negative impact on the overall performance of CNN, while balanced training data will produce the best clas-
sification results 17. In view of this, this article initializes the network with the best pre-trained model parameters 
under imbalanced samples, and then trains the model on balanced samples to achieve better results.

Determine the depth of shallow features The receptive field of shallow network is small, and the overlapping 
area is also small. Therefore, the features extracted by shallow network are close to the input, including more 
pixel information (such as image color, texture, edge, corner, etc.) and noise information. Convolution can cause 
loss of detailed information, but it can reduce noise. So, how many convolutions does the model need to perform 
for shallow features? We set the number of IR in RS Block1 to 2, 3, 4, and 5 respectively, and train the model to 
analyze its performance, as shown in Fig. 7. The experimental results show that when the number of IR in RS 
Block1 is set to 3, its average classification error rate is generally better than the others.

After aggregating these shallow and middle features, MSFA needs to perform three convolution operations 
to obtain advanced features. When the number of IR is set to 2, shallow features contain relatively more noise. 

Table 3.  Performance analysis of "shortcut" structure.

Test MSFA
MSFA (without 
shortcut)

ACER TPR@FPR
 = 10e-4 ACER TPR@FPR

 = 10e-4

test1 0.00198 0.989 0.00516 0.992

test2 0.00208 0.946 0.00678 0.992

test3 0.00476 0.873 0.01403 0.000

test4 0.00278 0.961 0.01016 0.898

test5 0.00389 0.912 0.01270 0.000

Table 4.  Performance comparison of multiple models on validation set.

Model ACER TPR@FPR = 10E−2 TPR@FPR = 10E−3 TPR@FPR = 10E−4

MSFA 0.00079 1.0000 0.9997 0.9990

Baseline 0.00158 0.9999 0.9976 0.9884

MobilenetV2 0.01245 0.9850 0.94367 0.85467

FishNet 0.02362 0.9610 0.9010 0.7490
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When the number of IR is set to 4 or 5, shallow features lose more detailed information after multiple convolution 
operations. From Fig. 7, it can be seen that shallow features with more noise or less detailed information are not 
conducive to model classification. Therefore, this article sets the number of IR in RS Block1 to 3. The number 
of convolution operations is just right, which reduces some noise and preserves appropriate detail information 
for shallow features.

Model complexity. The MLFA model uses ResNet 34 and ResNet-50 as the network backbone to extract fea-
tures from each layer. MLFA has a complex structure, including 3 fusion levels and 4 branches; In addition, the 
model uses a large number of ordinary convolutions, resulting in huge parameters and calculations. The pro-
posed model MSFA removes the agg module from MLFA, reduces the number of branches and complexity of 
the model, and adds a "shortcut" structure in the network to retain more detailed information; Moreover, MSFA 
uses DSC in RS Block, which reduces model parameters and computational complexity. These improvements 
greatly reduce the complexity and calculation of the model, with the parameters and FLOPs only 0.03 times that 
of MLFA. The complexity comparison of the two models is shown in Table 5.

Multi-modality. We examine the advantage of multi-modal feature aggregation networks. With the model 
architecture and parameters unchanged, we replace the multimodal data (RGB, IR, Depth) of the three branches 
in MSFA with singlemodal data (RGB, RGB, RGB), (IR, IR, IR), and (Depth, Depth, Depth). We train them 
separately and their ACER and TPR@FPR are shown in Table 6 and Fig. 8.

From Table 6 and Fig. 8, it can be seen that the model using only depth images in single mode has the best per-
formance, while RGB has the worst performance. However, the performance of single modal data lags far behind 
that of multimodal data. RGB images have high resolution, rich colors and textures, but are greatly affected by 
light; The depth information is invariant to the illumination change; The details and texture information of 

Figure 6.  Performance comparison between random initialization and pre-trained model initialization.

Figure 7.  Performance comparison of different parameter settings.

Table 5.  Complexity comparison with the baseline method.

Model Params FLOPS

MLFA 61.03M 18.2G

MSFA 1.907M 346.9M
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infrared image are fuzzy. Therefore, different types of single modal data have their own advantages and disadvan-
tages. The multi-modal feature aggregation network can make full use of the advantages of each mode to gener-
ate the synergetic effect of modality fusion, which can significantly improve the performance of the algorithm.

Conclusion
In this paper, we present a new method for face anti-spoofing detection which can improve the detail repre-
sentation ability. It achieves the balance between algorithm performance and computational complexity. We 
discussed in detail three aspects: shortcut structure, initialization and depth of shallow features, and showed 
their significant improvements in improving the classification capability of the model. Firstly, We introduced the 
structure of the model, which consists of multiple RS blocks and uses a "shortcut" connection in the model. We 
have demonstrated that the shortcut structure can preserve more detailed information for the model and enhance 
the detailed representation ability of advanced features. Secondly, we compared the effects of random initializa-
tion and pre-trained model parameter initialization on the target task, indicating that using pre-trained model 
weights under unbalanced samples to initialize the network can improve the network performance. Thirdly, we 
conducted extensive comparative experiments to determine how many convolutions need to be performed in 
the shallow layer of the network to improve the classification ability of the model.

Data availability
The data that support the fingdings of this study are openly available in [https:// github. com/ hhxyl cy3/ Middle- 
shall ow- Featu re- Aggre gation- in- Multi modal ity- for- Face- Anti- spoofi ng].
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