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Bayesian forecasting of disease 
spread with little or no local data
Jonathan D. Cook 1*, David M. Williams 1, Daniel P. Walsh 2 & Trevor J. Hefley 3

Rapid and targeted management actions are a prerequisite to efficiently mitigate disease outbreaks. 
Targeted actions, however, require accurate spatial information on disease occurrence and spread. 
Frequently, targeted management actions are guided by non-statistical approaches that define 
the affected area by a pre-determined distance surrounding a small number of disease detections. 
As an alternative, we present a long-recognized but underutilized Bayesian technique that uses 
limited local data and informative priors to make statistically valid predictions and forecasts about 
disease occurrence and spread. As a case study, we use limited local data that were available after 
the detection of chronic wasting disease in Michigan, U.S. along with information rich priors obtained 
from a previous study in a neighboring state. Using these limited local data and informative priors, 
we generate statistically valid predictions of disease occurrence and spread for the Michigan study 
area. This Bayesian technique is conceptually and computationally simple, relies on little to no local 
data, and is competitive with non-statistical distance-based metrics in all performance evaluations. 
Bayesian modeling has added benefits because it allows practitioners to generate immediate forecasts 
of future disease conditions and provides a principled framework to incorporate new data as they 
accumulate. We contend that the Bayesian technique offers broad-scale benefits and opportunities to 
make statistical inference across a diversity of data-deficient systems, not limited to disease.

Mitigating the effects of disease on affected populations is best achieved by enacting rapid and targeted actions 
immediately upon first  detection1,2. However, to efficiently guide these early targeted actions, management 
agencies need accurate spatial information on where disease occurs and how it might be spreading and chang-
ing in intensity. Management agencies would further benefit from a formalized way to incorporate new data as 
they perform disease surveillance in response to these new detections. Many scientific fields, including ecology 
and epidemiology, have adopted statistical modelling as the main tool used to obtain inference, predictions, 
and forecasts for dynamic spatio-temporal processes like disease outbreaks. Yet, statistical approaches are often 
considered unfeasible following a recent detection of an emerging disease because of limited local data.

As an alternative to statistical approaches, agencies tasked with managing diseases have adopted non-sta-
tistical approaches, such as encircling disease detections by a pre-determined distance (hereafter “rule-based” 
approach). Simple rule-based approaches define where actions should be applied uniformly and surround the 
locations of detection based on the ecology, contact structure, and movement patterns of affected hosts. The 
continued use of distance buffers across many years and jurisdictions suggests that agencies are generally satisfied 
with their performance; however, these buffers do not provide spatially-explicit estimates of disease spread and 
growth and thus may not fully leverage existing information to improve targeted actions, resulting in potential 
suboptimal application of disease management efforts and resource use. Distance buffers further lack the ability 
to learn from new data as it accumulates to forecast future disease conditions. Thus, there is an opportunity to 
improve the spatial resolution of information available to managers upon first detection by leveraging existing 
information and limited sources of data to generate probabilistic predictions and forecasts of disease spread 
and growth.

Bayesian statistical models have been used in situations where local data lack sufficient information to fit 
models, but where other sources of existing information can supplement unknown  parameters3. In fact, Bayesian 
statistical models are particularly well-suited for the problem of prediction and forecasting with little or no data. 
For newly detected diseases, Bayesian statistical models may be a particularly powerful approach. For example, 
probabilistic predictions from Bayesian statistical models can be used to delineate the spatial extent and occur-
rence of disease. These spatial predictions can also be forecasted into the future to understand disease spread and 
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growth which provides the opportunity for targeted proactive management. Bayesian statistical models can also 
readily incorporate (be fit to) new data and updated results can be used to plan future actions.

We evaluate the potential strengths of Bayesian modeling with limited local data by estimating the spatial 
extent and occurrence of chronic wasting disease (CWD) in white-tailed deer (Odocoileus virginianus) in Michi-
gan, U.S. using only information and limited local data that were available immediately following initial detec-
tions. We then compare the performance of our Bayesian predictions (hereafter “Bayesian” approach) against 
an existing rule-based approach. While our application is focused on CWD, Bayesian modeling can be extended 
to make statistically principled predictions and forecasts of dynamic spatio-temporal processes across a variety 
of data-deficient systems. Potential applications of Bayesian modeling without local data include evaluations of 
invasive species introduction and spread and species status assessments for species of conservation concern.

The Bayesian approach with little or no local data. There are three main information rich com-
ponents required to obtain probabilistic predictions and forecasts from a Bayesian model when local data are 
limited:

1. At least one dynamic spatio-temporal model that is appropriate to the system (see Wikle et al.4 Ch. 5),
2. Relevant posterior distributions, obtained from a similar system, for as many of the parameters for the model 

chosen in step 1 as possible,
3. A small amount of data or expert knowledge that can be used as priors for any model parameters where 

posterior distributions from 2 are lacking.

After these three sources of information are gathered, obtaining probabilistic predictions and forecasts is 
automatic via the prior predictive distribution which we explain in the next sub-section. We use standard nota-
tion from Bayesian statistics throughout, such that a square bracket represents a probability distribution (e.g., 
[a] where a is the random variable), and a vertical bar inside of the bracket means that the probability distribu-
tion is conditional on any variable following it within the bracket (e.g., [a|b] where a is the random variable 
conditional on b)5.

The prior predictive distribution. Bayes rule states that

where θ is a vector of model parameters and y is a vector of data. The well-known constituent parts of Bayes rule 
include the posterior distribution ( [θ |y] ), the model or likelihood ( [y|θ ] ), and the prior ( [θ] ). However, there is 
also a lesser-known component of Bayes rule that is the normalizing constant [y] . The normalizing constant is 
obtained by integrating the product of the likelihood and the prior as shown:

When fitting a Bayesian model to data, the distribution [y] is a mathematical function that depends solely 
on data and outputs a single number once the data are “plugged into” that function. This single number ensures 
that the posterior distribution ( [θ |y] ) integrates to one, hence the unflattering moniker for [y] , the normalizing 
constant.

In situations where data are sufficient for model fitting and estimation, the normalizing constant garners little 
attention outside of the literature on Bayesian computing and model checking. For example, modern Bayesian 
model fitting algorithms such as Markov chain Monte Carlo (MCMC) are designed to side-step the calculation 
of [y] entirely (see Hooten and  Hobbs5 Ch. 7), whereas Bayesian model-checking practices occasionally use [y] 
where it has been called the prior predictive  distribution6. Model checking based on the prior predictive distri-
bution has been even less popular and thus, well known, when compared to approaches that use the posterior 
predictive  distributions6.

In the absence of data, however, the prior predictive distribution is a powerful and underutilized part of Bayes 
statistics that can be used to make inference (e.g., Dexter and  Ledolter3). Given a specified model (Component 1 
above), [y|θ ] , which includes both a deterministic (e.g., a mathematical model) and stochastic component (e.g., 
a data generating probability distribution; see Hooten and  Hobbs5 Ch. 4), we can use information rich priors 
from Component 2 or 3 above with the prior predictive distribution to make inference, predictions, and fore-
casts without data. In the next sub-section, we explain a simple computational algorithm to obtain samples from 
the prior predictive distribution similar in kind to well-known approaches used to fit Bayesian models to data.

Model implementation. For most Bayesian models, obtaining the prior predictive distribution will not be 
possible analytically. However, with the rise in Bayesian statistical methods, Bayesian model fitting approaches, 
such as MCMC, have become almost as commonplace as traditional fitting approaches like least squares. As 
such, what follows relies on understanding Monte Carlo based approaches for Bayesian model fitting. For addi-
tional background, we refer the reader to ecology-focused references, such as Hooten and  Hobbs5.

When suitable data are not available to fit a Bayesian model to data, composition  sampling7 (see Hooten 
and  Hobbs5 pp. 196–201) and derived quantities (Hooten and  Hobbs5 pp. 194–196) can be used. Composition 
sampling is a Monte Carlo approach that is considerably easier to implement when compared to Bayesian model 

(1)[θ |y] =
[y|θ][θ ]

[y]
,

(2)[y] =

∫

[y|θ][θ]dθ .
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fitting approaches such as MCMC and is applied by first obtaining a draw from the prior distribution(s) (i.e., [θ] ). 
The draw from each prior is then “plugged into” the model and a stochastic prediction or forecast is made by 
taking a draw from the model (i.e., [y|θ ] ). The steps are then repeated many times to obtain the same number of 
draws from the prior predictive distribution (i.e., [y] ). The samples for any given prediction or forecast, such as 
the disease occurrence at a particular location at some future point in time, can then be summarized as derived 
quantities (i.e., functions of the prior predictive distribution such as the mean or median).

Application of Bayesian modeling to chronic wasting disease in Michigan. To illustrate the 
power of Bayes statistics to make inference in data deficient systems, we make spatial predictions and forecasts 
of the probability of infection (i.e., probability of CWD occurrence) for white-tailed deer in Michigan, U.S., fol-
lowing a recent detection in 2017. Chronic wasting disease is a fatal neurodegenerative prion disease that affects 
cervids. It has repeatedly emerged and spread in cervid species across North America and has occurred in other 
locations such as Norway, Finland, and South  Korea8. The repeated emergence of CWD at different locations 
highlights an opportunity for valid statistical approaches to estimate the intensity and spatial extent of disease in 
areas of recent detection so that management actions can be implemented.

In 2017, the Michigan Department of Natural Resources (MDNR) detected CWD in a 3-year-old female 
white-tailed deer submitted during an early season youth hunt in Montcalm  County9. Additional surveillance 
in the area identified 45 total CWD-positive animals in a concentrated disease cluster that were geographically 
distant from prior positives in 2015 and 2016 (Fig. 1A). Based on that single year of limited observation, it was 
perceived that no data or knowledge were available to provide statistical inference on local disease occurrence 
including its spatiotemporal spread and growth. Thus, a standardized rule-based approach was perceived to be 
the only existing method available to produce an estimate of disease extent.

We wanted to evaluate whether we could use Bayesian modeling to enhance the information available imme-
diately following the detection in Michigan. We used an existing model developed in a nearby state (Component 
1 above), relevant posterior distributions estimated using 14 years of CWD monitoring data from a nearby state 
(Component 2 above), and a small amount of local data (Component 3 above) to make current-year predictions 

Figure 1.  (A–D) (A) is a map of CWD positives detected in Michigan from 2015 to 2019. The red symbols 
indicate the 54 total positive detections from 2015 to 2017 within our study area (black box), of which 45 were 
used in model projection (the detections in Clinton and Ingham were excluded). The black symbols indicate the 
117 positive detections from 2018 to 2019 that were used for model performance evaluations. Nine additional 
positives from 2018 to 2019 fell outside of our study area. (B–D) are the expected value of the probability of 
infection and spatial extent for adult male white-tailed deer across three years. Panel B is 2017, Panel C is 2018 
and Panel D is 2019. Maps were created in Program R version 3.5.2 (R Core Team 2018) using results of our 
analyses and publicly owned data from the state of Michigan, U.S. (https:// gis- michi gan. opend ata. arcgis. com/).

https://gis-michigan.opendata.arcgis.com/
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and forecasts for future years. We compared the performance of our predictions and forecasts against the existing 
rule-based approach to determine whether Bayesian modeling enhanced our understanding of disease dynamics 
immediately upon first detection and provided opportunity for more informed disease management activities.

Results
Bayesian modeling of disease spread with few local data. Using the existing Bayesian model and 
posteriors, along with limited surveillance data from Michigan, we made statistical inference across space and 
time in a manner not possible with rule-based approaches. We found that the expected value for the probability 
of CWD infection varied across our study area (Fig. 1A) and ranged from a minimum of 0 in the boundary 
regions up to a maximum of 0.0028 in central locations where the majority of CWD detections were identified 
in 2018 and 2019 (Fig. 1B–D). In terms of temporal variation, the centrally located areas with elevated expected 
values in 2017 tended to increase in magnitude and extent when compared against 2019 forecasts in a man-
ner that, again, matched the distribution of CWD detections from 2018 and 2019 (Fig. 1B–D). In contrast, the 
rule-based approach provided no such probability gradient for visual assessment, or the ability to forecast CWD 
spread patterns into future years.

Comparison of Bayesian modeling to a common rule-based approach. For direct model compar-
ison, we found that our Bayesian model forecasts performed better and were able to encompass more future dis-
ease detections when compared against the rule-based approach. The Bernoulli Deviance estimate was 1544.51 
for the Bayesian model and 1574.96 for the rule-based approach. Further, we found that disease extent estimates 
derived from expected value percentiles were able to include more future positives than the rule-based approach. 
In terms of total area, the smallest CWD extent based on 2017 projections covered a total area of 1.57 ×  103  km2 
using a 95th percentile cutoff, followed by the 75th (total area: 7.87 ×  103  km2) and 50th percentile (total area: 
1.57 ×  104  km2) (Fig. 1D). (Note: Higher percentile values are smaller in area because they exclude values below 
the respective percentile point estimates, e.g., 95th percentile cutoff excludes more probability of occurrence 
values than a 50th percentile cutoff). Compared with a rule-based disease extent estimate based on the location 
of 2017 detections (total area: 5.30 ×  103  km2; Fig. 2B), the 75th and 50th percentiles were larger in total area, 
whereas the 95th percentile cutoff was smaller (Fig. 2A,B). The 95th percentiles encompassed 101/117 (86% of) 
CWD detections from 2018 and 2019, whereas the 75th and 50th percentiles encompassed 112 (96%) and 115 
(98%) of 117 CWD detections, respectively. The rule-based extent encompassed 109/117 CWD detections. Most 
notably for disease extent, the rule-based approach underestimated the local extent of CWD in the area imme-
diately surrounding the cluster first detected in 2017.

Figure 2.  (A,B) (A) depicts the three probabilistic disease extent estimates generated from 50th, 75th, and 95th 
percentiles using the expected value of the probability of infection from 2017. (B) is a disease extent estimate 
based on a 16.09 km buffer surrounding 2015–2017 positive detections (black line). Grey box is the extent of our 
study area. Note Higher percentile values are smaller in area because they exclude values below the respective 
percentile point estimates, e.g., 95th percentile cutoff excludes more probability of infection values than a 50th 
percentile.
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Discussion
Broadly, our study shows how Bayes statistics can be used to make inference, predictions, and forecasts in a data-
deficient but information-rich disease system. We relied on a long-recognized statistical technique of composition 
 sampling7 using Monte Carlo simulation to produce samples from the prior predictive distribution and derived 
quantities from an existing spatio-temporal model of CWD dynamics. We used available information to make 
statistical inference, including limited data from Michigan, U.S. and posteriors estimated from a CWD study on 
the same species in the same  ecoregion10. Our results were competitive with an existing rule-based approach and 
provided a source of reliable and rapid information to guide targeted management actions immediately upon the 
first detection of CWD in a new area. While it is desirable for the Bayesian approach to compete with the existing 
rule-based method, we believe that the greatest benefits of statistical inference are its advantages of providing 
statistically based forecasts and a principled framework to “learn” from new data. However, as with any statistical 
model or rule-based approach, the relative performance of the two methods depends on the assumptions. In our 
case, the relative performance of the two methods, depends on the distribution of disease cases observed in 2018 
and 2019 as well as the values we used for disease probability in the rule-based implementation.

When compared against existing rule-based approaches, our Bayesian approach offered at least two notable 
advantages that likely transcend to other data-deficient systems. First, we made inference on the spatio-temporal 
dynamics of disease occurrence that was specific to the composition and configuration of Michigan’s landscape 
with only a single year of data. We then used derived quantities to predict and forecast disease dynamics in cur-
rent and future years in a manner that directly informs applied and rapid management efforts at locations at risk. 
In contrast, existing rule-based approaches provide no such opportunity. Second, Bayesian-models provided an 
opportunity to learn from current and future disease observations and thereby allow managers to update their 
knowledge about disease spread and growth dynamics in real time as new data accumulate. They can further 
use this updated knowledge as feedback to guide decisions on how to respond to changes in disease condition 
over time.

One additional benefit, while not necessary to justify the use of Bayesian modeling, is that the results were 
immediately competitive with rule-based approach in an area that is presumably its strength—encompassing 
future cases of disease. Several of our disease extent estimates using our Bayesian model encompassed more 
future positives and were less prone to underestimation when compared against a rule-based approach. While 
larger extents seemingly require more resources to manage, strategic expansions of disease-affected areas com-
bined with statistical inference on which areas to target may result in an overall reduction in resources neces-
sary to mount precision  management12. Thus, Bayesian modeling can provide statistically valid and defensible 
justification for expanding precision control efforts into areas where disease likely exists but is not addressed 
because of a lack of spatial inference provided by rule-based approaches.

The higher performance for the Bayesian approach indicated that forecasts of CWD spread and growth esti-
mated using informative priors from Wisconsin and with little local Michigan data accurately characterized the 
gradient in probability of infection. However, one caveat of Bayesian forecasting without local data is its reliance 
on informative priors. Care needs to be taken to select models and priors that are representative of the system, 
and to ensure that parametric uncertainty is fully  considered3. Potential options to develop informative priors 
include the development of global estimates of relevant parameters that include variation across areas with suf-
ficient data for local estimation, or by using other reliable methods for parameter estimation without empirical 
data, such as expert elicitation. We made other assumptions about the Michigan CWD detections that informed 
our choice of priors and model implementation. Two notable assumptions were that CWD had been on the 
landscape for a time prior to detection and that introduction occurred at a single point and spread outwardly. 
These assumptions would be worth revisiting as more surveillance data are collected in Michigan over time.

Our illustrated Bayesian approach addresses a fundamental need universal to wildlife disease managers—the 
need to estimate affected area early upon emergence, or detection of disease in a new area or host using limited 
 data18. For diseases warranting active interventions, such as targeted removals, Bayesian methods can also be 
used to provide spatio-temporal estimates of risk that guide precision management efforts. The ability for targeted 
removal of animals at locations of high risk may ultimately improve the efficiency and effectiveness of disease 
interventions. Rule-based approaches remain useful, such as in cases where information regarding disease process 
is lacking; however, using methods such as ours that incorporate local information (e.g., landscape configura-
tion, number of positive detections) have the potential to greatly improve disease management efforts across a 
diversity of wildlife diseases. Our approach is useful to clustering diseases, such as bovine tuberculosis, rabies, 
and avian influenza, as well as other data-deficient ecological systems that can be modeled using a dynamic 
spatio-temporal model and for which posterior estimates of model parameters can be drawn from past research. 
Beyond diseases, we expect broad applications and benefits of our work, such as invasive plant or animal species, 
or status assessments for imperiled species without enough data to fit models.

Methods
For our model (component 1), we used a slightly modified version of the model from Hefley et al.10 which is:

(3)yi ∼ Bernoulli
(

pi
)

,

(4)g
(

pi
)

= u(si , ti)e
x
′

i β ,
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In Eq. (3), yi is the disease occurrence of the ith deer (i.e., yi = 1 is positive and yi = 0 is negative) while pi is 
the probability of occurrence. In Eq. (4), u(si , ti) is the intensity at the coordinates si and time ti that is scaled 
by ex

′

i β and transformed into a probability by the inverse of the link function g(·) . As in Hefley et al.10, the link 
function is a truncated cumulative normal distribution. Also, in Eq. (4) are individual-level (i.e., non-spatial) 
covariates, xi, including the sex and age of tested deer, that scale the intensity via the parameters contained within 
the vector β . The intensity u(s, t) varies over space and time according to the partial differential equation (PDE) 
in Eq. (5). As in Hefley et al.10, the diffusion, µ(s) , and growth rate, �(s) , of the PDE in Eq. (5) depend on spatial 
covariates such as landscape characteristics. Thus, the PDE provides an efficient and continuous formulation of 
the mechanistic linkage between temporal processes like disease growth with transient spatial processes, such 
as variation in habitat types across a study area. We chose covariates that were consistent with Hefley et al.10 and 
included proportion hardwood forest, human development, and large river corridors modeled using regression-
type equations in Eqs. (6) and (7), respectively, and adult male deer as the reference class in Eq. (4). The vectors 
z(s) and  w(s) contain the spatial information for the landscape covariates used in the diffusion and growth 
Eqs. (6 and 7). The parameters α0 and α control the diffusion rate in Eq. (6), and γ0 and γ control the growth rate 
in Eq. (7). Finally, “solving” the PDE in Eq. (5) required that initial conditions for space and time were provided. 
For initial conditions, we used

where τ is a parameter that represents the time, measured in years prior to 2017, that CWD was introduced into 
the Michigan study area. For the location of introduction, ω is a vector of two parameters which represents the 
coordinates (i.e., location) where CWD was introduced. The parameter θ is the initial intensity. We also assumed 
that all cells at the boundary were equal to zero, i.e., u(s, t) = 0 , for all t. For a more complete explanation of 
the model, including further description of how the PDE was implemented, we refer the reader to Hefley et al.10 
and specifically Appendix S1.

Priors for CWD model in Michigan. For the parameters β , α0 , α , γ0 , and γ , we specified priors by assum-
ing independent normal distributions for each parameter. The distributions had an expected value and variance 
based on those reported in Hefley et al.10 (Supplementary Table S1.1). To specify priors for initial conditions rel-
evant to Michigan (i.e., Eq. 8), we used all available information and data, including the locations of 2017 CWD 
detections and historical knowledge of CWD detection in both free-ranging and captive white-tailed deer. Since 
we are not fitting the Bayesian model in Eqs. (3–8) to data, we used these limited data to develop informative 
priors for ω and τ .

For the location where CWD was introduced in Michigan, ω , we specified a prior using all CWD positive deer 
from 2017. To translate these limited data into an informative prior, we assumed that the location of introduction 
was one of the 45 locations where CWD was detected in 2017 (Fig. 1A). More precisely, the informative prior 
is the probability mass function

where q1, q2, ..., q45 are vectors that contain the coordinates of the 45 CWD-positive animals.
To specify the prior for the years since 2017 that CWD was introduced into the Michigan study area, τ , we 

used knowledge of a CWD detection in a captive white-tailed deer facility from 2008. The facility was located 
32 km away from the closest free-ranging positive detected in 2017, and within range of documented deer 
 dispersals11. In addition, following the 2008 detection, subsequent sampling in free-ranging deer in 2008 and 2009 
surrounding the facility were insufficient to detect CWD at a prevalence below 3.5% (Supplementary Table S1.2; 
upper 95% credible interval [CI] estimate). Finally, existing knowledge of the slow spread and growth of  CWD12, 
combined with the larger number of positives detected in 2017, led us to assume that the time since introduc-
tion was associated with the 2008 detection as opposed to more recent detections. Thus, we specified the prior

where n is the number of trials, α and β are shape parameters of the beta-binomial distribution such that 
E(τ ) = nα

α+β
 , and the super- and sub-scripts indicate that the distribution is zero-truncated. The prior specified 

(5)
∂

∂t
u(s, t) =

(

∂2

∂s21
+

∂2

∂s22

)

µ(s)u(s, t)+ �(s)u(s, t),

(6)log(µ(s)) = α0 + z(s)
′

α,

(7)�(s) = γ0 + w(s)
′

γ .

(8)u(s, t) =

{

θ if s = ω and t = τ

0 if s �= ω or t �= τ
,

(9)ω ∼























q1 with probability 1
45

q2 with probability 1
45

...
...

q45 with probability 1
45

,

(10)τ ∼ Beta − binomial(n = 10,α = 1,β = 0.5)n1
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in Eq. (10) result was a right-skewed prior for τ that had substantial probability (e.g., 0.05–0.10) placed on values 
of τ between 1 and 9 years (prior to 2017) and the highest probability of ~ 0.25 given to τ of 10 years.

To specify the prior for the initial disease intensity (i.e., θ ) we first assumed that CWD was introduced into a 
single adult male white-tailed deer individual within a single section of land according to the Public Land Survey 
System. We assumed an adult male because males have been documented as having higher CWD prevalence than 
females and younger individuals, at least during the early stages of CWD spread in a new  location13. Because 
free-ranging white-tailed deer density varies from between 15 and 45 individual deer per square mile (2.6  km2) 
in the agro-forested upper Midwestern U.S.14, we assumed an initial probability of infection estimate of

where p(s∗, τ) is the probability of infection at a square mile location, s∗ , and time since introduction,τ . We then 
rearranged Eq. (4) above as

Because the transformations to obtain the prior for θ cannot be done analytically, we sampled from the prior 
assigned to p(s∗, τ) and the posterior distribution for adult male deer in ex

′

i β to obtain the prior for θ which we 
then used in our composition sampling approach.

Derived quantities and model evaluation. We conducted two separate performance evaluations that 
compared our Bayesian model against an existing rule-based approach. For the rule-based approach, we used a 
16.09 km radius surrounding all known positives from 2015 to 2017 to match the distance codified in MDNR 
CWD response  documents15. To test the rule-based approach against our model, we used surveillance data col-
lected in our study area after 2017 which included 117 CWD-positive and 32,456 CWD-negative individual deer 
(Fig. 1A).

The first comparison used a proper scoring rule to evaluate the spatial performance of predictions for the 
rule-based approach and our Bayesian model projected to year  201716. However, to facilitate a direct comparison 
between approaches, we were required to make a creative, but fair, assumption that translated the rule-based 
approach into a probability surface. Because the rule-based approach provided a region surrounding positives 
where disease was expected to occur and assumed all other areas were free-from-disease, we interpreted it as 
having a probability of infection inside the boundary equal to the maximum of our Bayesian results from 2018 
(0.0029) and 2019 (0.0031) depending on the year of sample collection, whereas all areas outside had a low prob-
ability of infection (1 ×  10–6). Given two probability surfaces, we then used Bernoulli  deviance16

where zj is the disease status of the jth deer (i.e., zj = 1 is positive and zj = 0 is negative), ψj is the probability of 
infection (e.g., ψi ≡ E(yi) for the Bayesian model from Eq. 4) and J is the number of individual deer tested after 
2017 (i.e., the 117 CWD-positive and 32,456 CWD-negative individuals shown in Fig. 1A). When used as a 
scoring rule, the deviance is akin to information criteria used in model selection in that lower deviance scores 
represent better agreement between the data available after 2017 and the Bayesian model or rule-based approach. 
However, unlike model selection, we aim to determine which technique, either rule-based or our model-based 
approach, performs best in terms of predictive performance.

The second comparison compared the approaches in a manner that played to the strengths of the rule-based 
approach. To perform, we used the number of future disease detections from 2018 and 2019 encircled by each 
approach (Bayesian model or rule-based). Like the first comparison, we transformed one set of results to a 
comparable condition to the other; however, in this case it was our probabilistic Bayesian model that required 
transformation to a disease extent. To translate the probabilistic surface into a disease extent estimate, we used 
the 50th, 75th, and 95th percentiles of the expected value of disease occurrence (i.e., E(yi) ) to determine where 
disease was expected to occur (i.e., all values that exceeded the 50, 75, and 95 percentile point estimates were 
included inside, and a ringed boundary excluded all values below those percentiles). We then compared the two 
approaches by evaluating which disease extent estimate best encompassed the 117 CWD detections from 2018 
to 2019. All analyses were performed in Program R version 3.5.217.

Data availability
The datasets generated and/or analyzed during the current study are available in the Bayesian Composition 
Sampling repository on  GitLab19, https:// doi. org/ 10. 5066/ P9XMF 7FS. The dataset that includes the locations of 
CWD positive white-tailed is owned by Michigan Department of Natural Resources. For access upon reasonable 
request, please contact Melinda Cosgrove (CosgroveM1@michigan.gov).
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